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Abstract 
 

This paper presents a systematic design 
methodology for neural-network (NN) based 
secure communications in multiple time-delay 
chaotic (MTDC) systems with optimal H ∞  
performance and cryptography. First, we use the 
n-shift cipher and key to the original message of 
transmission for encryption. The encrypted 
message is re-encrypted by using chaotic 
synchronization. A robust model-based fuzzy 
control design is then presented to address the 
effects of modeling errors between the MTDC 
systems and the NN models. Next, a 
delay-dependent exponential stability criterion is 
derived in terms of Lyapunov’s direct method to 
guarantee that the trajectories of the slave 
system can approach those of the master system. 
Subsequently, the stability conditions of this 
criterion are reformulated into linear matrix 
inequalities (LMIs). According to the LMIs, a 
model-based fuzzy controller is then synthesized 
to stabilize the MTDC systems. A fuzzy 
controller is synthesized to not only realize the 
exponential synchronization, but also achieve 
optimal H ∞ performance by minimizing the 
disturbance attenuation level. Furthermore, the 
error of the recovered message is stated by using 
the n-shift cipher and key.  

Keywords: Exponential synchronization, 
chaotic communication, neural network, 
cryptography. 
 
 
1  Introduction 

 
Stability and stabilization are particularly 

important factors in time-delay systems, and 
these factors have, to date, been the focus of 
many studies. Furthermore, engineering systems 
[1], such as the structure control of tall buildings, 
hydraulics, or electronic networks, often involve 
time delays. Notably, the introduction of a 
time-delay factor tends to complicate analysis. 
For this reason, a great deal of research has been 
focused on developing convenient stability 
checking methods. The stability criteria of 

time-delay systems have been traditionally 
approached from two main directions according 
to the dependence on the size of the delay. 
Moreover, since Mackey and Glass [2] first 
identified chaos phenomena in time-delay 
systems, time delays have received increasing 
interest in chaotic systems. Chaotic phenomena 
have been observed in numerous physical 
systems, and can lead to irregular performance 
and potentially catastrophic failures [3]. Chaos is 
a well-known nonlinear phenomenon; it is the 
seemingly random behavior of a deterministic 
system characterized by sensitive dependence on 
initial conditions [4]. Because of these properties, 
chaos has received a great deal of interest from 
scientists in various research fields [5]. One 
particular communication research field, chaotic 
synchronization, has been extensively 
investigated.  

 The chaotic synchronization of identical 
systems with different initial conditions was first 
introduced by Pecora and Carroll in 1990 [6]; it 
aims to lock one chaotic system to another, so 
that both follow the same path. Based on this 
concept, various synchronization approaches 
have been widely developed in the past two 
decades. Chaotic synchronization can be applied 
in the vast areas of physics and engineering 
science, and especially in secure communication 
[7]. The most acceptable synchronization 
method is the masking method which contains 
messages in a chaotic system and recovers the 
original messages from the synchronization [8]. 
In chaos secure communications, two identical 
chaotic oscillators called transmitter (master) 
and receiver (slave) are required. Consequently, 
chaotic synchronization has become a popular 
study [9-10]. However, most synchronization 
methods are focused on synchronizing two 
identical chaotic systems with different initial 
conditions [11]. In fact, experimental and even 
real systems are often not fully identical; in 
particular, there are mismatches in the 
parameters of the systems [11].  

In general, there will always be some noise 
or disturbances that may cause instability. An 
external disturbance will negatively affect the 
performance of chaotic systems. Therefore, how 
to reduce the effect of external disturbances in 
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the synchronization process is an important issue 
for chaotic systems  [12]. The H ∞ control has 
been conferred for synchronization in chaotic 
systems over the last few years [12], and the H ∞  

synchronization problem for time-delay chaotic 
systems has been extensively investigated (see, 
for example [13-15]). Accordingly, the purpose 
of this study is to realize the exponential 
synchronization of identical multiple time-delay 
chaotic (MTDC) systems, and to simultaneously 
attenuate the effect of external disturbances on 
the control performance to a minimum level. 
    Due to the unique merits in solving 
complex nonlinear system identification and 
control problems, neural-network-based 
modeling has become an active research field in 
the past few years. Neural networks (NN) 
consist of simple elements operating in parallel; 
these elements are inspired by biological 
nervous systems. As in nature, the connections 
between elements largely determine the network 
function. A neural network can be trained to 
perform a particular function by adjusting the 
values of the connections (weights) between 
elements. Therefore, a nonlinear system can be 
approximated as closely as desired by an NN 
model via repetitive training. Some examples of 
successful applications of NN in recent years can 
be found in [15-19].  

In the past few years, much research effort 
has been devoted to fuzzy control, which has 
attracted a great deal of attention from both the 
academia and industry, and it has been 
successfully used in wide variety of applications 
[20-24]. Despite the successes of fuzzy control, 
it still has many basic problems that have yet to 
be solved. Stability analysis and systematic 
design are certainly among the most important 
issues for fuzzy control systems. Recently, 
significant research efforts have been devoted to 
these issues [25]. All of these studies, however, 
ignored the modeling errors between the fuzzy 
combination of T–S fuzzy models and the 
nonlinear systems under control. In fact, the 
existence of modeling errors may be a potential 
source of instability for control designs based on 
the assumption that the fuzzy model exactly 
matches the nonlinear plant [26]. In recent years, 
novel approaches to overcome the influence of 
modeling errors in the field of model-based 
fuzzy control for nonlinear systems have been 
offered by Kiriakidis  [26], Chen et al. [27]and 
Cao and Frank  [28].  

Cryptography has always been very 
important in military and business applications 
for maintaining the secrecy of messages and to 
prevent information tampering and 
eavesdropping. This is especially true since and 
the number of transactions being made via the 
Internet continues to increase at a pace [29]. In 

this regard, a direct solution to protect messages 
is to use symmetric encryption. Symmetric 
encryption uses the same key for both encryption 
and decryption [30]. There are two basic types of 
symmetric encryption algorithms, the Data 
Encryption Standard (DES), and the Advanced 
Encryption Standard (AES) algorithms [31]. 
There have been numerous recent reports on the 
success of symmetric encryption [32-34]. 
Therefore, the security problem of master-slave 
systems based on chaotic circuits needs to 
develop a high secure communication system, 
which is the other subject of this thesis. 

Almost all existing research on controlling 
chaos has used fuzzy models to approximate 
chaotic systems [3-4]. Although using fuzzy 
models to approximate the chaotic systems is 
simpler than using Neural networks (NN), the 
NN models better approach the chaotic systems 
by iterative training and weight adjustment. That 
is to say, NN models will have fewer modeling 
errors will be much less than fuzzy models. In 
addition, this study combines the concepts of 
chaotic synchronization and cryptography to 
achieve a more security communication system. 
First, we use the n-shift cipher and key to the 
original message of transmission for encryption. 
The encrypted message is re-encrypted using 
chaotic synchronization. Consequently, an 
effective method is proposed via a 
neural-network (NN)-based technique to realize 
the optimal H ∞  exponential synchronization of 
multiple time-delay chaotic (MTDC) systems, so 
that the trajectories of slave systems can 
approach those of master systems and the effect 
of external disturbance on control performance 
is attenuated to a minimum level. The MTDC 
systems are first approximated by the NN model 
approach. Next, in terms of Lyapunov’s direct 
method, a delay-dependent criterion is derived to 
guarantee the exponential stability of the error 
system between the master and the slave systems. 
Subsequently, the stability conditions are 
reformulated into linear matrix inequalities 
(LMIs). On the basis of the LMIs, a model-based 
fuzzy controller is then synthesized to stabilize 
the MTDC systems. Based on the LMI, a fuzzy 
controller is synthesized not only to realize the 
exponential synchronization but also to achieve 
optimal H ∞ performance by minimizing the 
disturbance attenuation level. Finally, the error 
of the recovered message is stated using the 
n-shift cipher and key. 
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Figure 1. Block diagram of the chaotic synchronization cryptosystem 

 

2  Problem Formulation 
 

Consider two multiple time-delay chaotic 
(MTDC) systems in master-slave configuration. 
The dynamics of the master system (Nm) and 
slave system (Ns) are described as follows: 

1
:  ( ) ( ( )) ( ( ))

g

m k k
k

N X t f X t H X t t
=

= + −∑
 

( ) ( ( ))Y t f X t=                    (2.1) 

1

ˆˆ ˆ ˆ ˆ: ( ) ( ( )) ( ( )) ( ) ( )
g

s k k
k

N X t f X t H X t BU t D tt
=

= + − + +∑                                                    

   ˆˆ ˆ( ) ( ( ))Y t f X t=                     (2.2) 
where )(⋅f , ˆ ( )f ⋅ , ( )kH ⋅  and ˆ ( )kH ⋅  are the 
nonlinear vector-valued functions, 

kτ ( 1,  2,  ,  k g= 

) are the time delays, )(tU  is 
the control output and ( )D t  denotes the external 
disturbance. 

In this section, we first use the n-shift 
cipher and key to the original message of 
transmission for encryption. The encrypted 
message is re-encrypted by using chaotic 
synchronization. A Neural-network (NN) model 
is then established to approximate the MTDC 
system. The dynamics of the NN model are then 
converted into a linear differential inclusion 
(LDI) state-space representation. Finally, based 
on the LDI state-space representation, a fuzzy 
controller is synthesized to realize the 
synchronization of the MTDC systems. 

 
 
2.1  Chaotic Cryptosystem 

 
A chaotic synchronization cryptosystem is 

shown in Figure 1. It consists of the encrypter 
(the master system and an encryption 

function .( )ζ ) and decrypter (the slave system 
and a decryption function .( ).π  First, the 
message ( )s t  and encryption key ( )tϑ  form 
an encrypted message ( )tι  via an encryption 
function. The encrypted message ( )tι  is then 
combined the master system. When the chaotic 
systems are synchronized in the decrypter and 
encrypter, we can obtain the message ( )tι  in 
the encrypter. Next, the message ( )tι  can be 
decrypted by decryption key ( )tϑ in the 
decryption function .( ).π  A decryption function 
is then used to reveal the message. 

We use an n-shift cipher for encryption 
[32]. The n-shift cipher is defined by 

= ( ( ), ( )) (... ( ( ( )
n

s t t F F F s t(t) ζ ϑι =
((

                                   
, ( )), ( )),..., ( ))

n

t t tϑ ϑ ϑ
((((((

                 (2.3) 
where h is chosen such that message ( )s t  and 
encryption key ( )tϑ lie within (−h, h). Here, 

( )tι denotes the encrypted signal, and (.)F  is the 
following nonlinear function: 

( ( ) ( )) 2 , 2 ( ( ) ( ))
( ( ), ( )) ( ( ) ( )) , ( ( ) ( ))

( ( ) ( )) 2 , ( ( ) ( )) 2

s t t h h s t t h
F s t t s t t h s t t h

s t t h h s t t h

ϑ ϑ
ϑ ϑ ϑ

ϑ ϑ

+ + − ≤ + ≤ −
= + − < + <
 + − ≤ + ≤

 (2.4) 

                                                       
The corresponding decryption function is 

the same as the encryption function 

( ) ( ( ), ( ))s t t tπ ι ϑ−= −  
   (... ( ( ( ( ), ( )), ( )), ( )),..., ( ))

n n

F F F s t t t t tζ ϑ ϑ ϑ ϑ= − − −
(( ((((((((

                                       

                                   (2.5) 

where ( )tι−  is the recovered decryption signal, 
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and .( )π  is the decryption function. In the 
n-shift cipher, the key signal ( )tϑ  is used n 
times to encrypt the plain signal. 

The encrypted message ( )tι  is then 
combined in the master system. The dynamics of 
the master system (Nm) and slave system (Ns) are 
then described as follows: 

1
:  ( ) ( ( )) ( ( )) ( )

g

m k k
k

N X t f X t H X t BS tt ι
=

= + − +∑

           

( ) ( ( )) ( )Y t f X t S tι= +            (2.6) 

1

ˆˆ ˆ ˆ ˆ: ( ) ( ( )) ( ( )) ( ) ( )
g

s k k
k

N X t f X t H X t BU t D tt
=

= + − + +∑

ˆˆ ˆ( ) ( ( ))Y t f X t=                   (2.7) 
 
 

2.2  Neural-Network (NN) Model 
 

The MTDC system can be approximated by 
an NN model that has S layers with 

( 1,  2,  ,  )J Sσ σ = 

 neurons for each layer, in 
which )(~)(1 txtx δ  are the state variables and 

1 1 1 2 1( ) ~ ( ),   ( ) ~ ( )g gx t x t x t x tδt t t t− − − −  are 
the state variables with delays. 

In order to distinguish among these layers, 
superscripts are used to identify the layers. 
Specifically, we append the number of the layer 
as a superscript to the names for each of these 
variables. Thus, the weight matrix for the σ th 
layer is written as σW . Moreover, it is assumed 
that ( ) ( 1,  2,  ,  ;  1, 2, , )v t J  Sσ σ

ς ς σ= = 

 is the 
net input and ))(( tvT σ

ς
 is the transfer function 

of the neuron. Subsequently, the transfer 
function vector of the σ th layer is defined as: 

1 2( ( )) [ ( ( )) ( ( ))  ( ( ))]TJv t T v t T v t T v tσ
σ σ σ σ σ

ςΨ ≡ 

 (2.8) 
where ( ( )) ( 1,  2,  ,  )T v t Jσ σ

ς ς = 

 is the transfer 
function of the ς th neuron. The final output of 
NN model can then be inferred as follows: 

))))))(((((()( 1122211


 tWWWWtX SSSSS ΛΨΨΨΨΨ= −−−

                                   (2.9) 
where 

k( ) [ ( )  ( )]T T Tt X t X t tΛ = −  
with Ttx  tx txtX )]()()([)( 21 δ= , 

1 1 1 2( ) [ ( )  ( )  ( )  ( )]T
k g g mX t x t x t x t x tδt t t t t− = − − − − 

 for 1,  2  ,  k g= 

. 
 
 
2.3  Linear Differential Inclusion (LDI) 
 

To deal with the synchronization problem 
of MTDC systems, this study establishes the 
following LDI state-space representation for the 
dynamics of the NN model, described as [35]: 

( ) ( ( )) ( ) ,O t A a t O t=   

1
( ( )) ( ( ))i i

i
A a t h a t A

κ

=

=∑                  (2.10) 

where κ  is a positive integer, )(ta  is a 

vector signifying the dependence of ( )ih ⋅  on 
its elements,  ( 1,  2,  ,  )iA i κ=



 are constant 
matrices and 1 2( ) [ ( ) ( )  ( )]TO t o t o t o tℵ= 

 is 
the state vector. Furthermore, it is assumed that 

( ( )) 0ih a t ≥  and 
1

( ( )) 1i
i

h a t
κ

=

=∑ .  

    According to (2.10) and following the same 
procedure as that in Section II of [36], the 
dynamics of the NN model (2.11) can be 
rewritten as the following LDI state-space 
representation: 

1
( ) ( ) ( )i i

i
X t h t C t

κ

=

= Λ∑

                  (2.11) 

where 0)( ≥thi , 
1

( ) 1i
i

h t
κ

=

=∑ , κ  is a positive 

integer and iC  is a constant matrix with 
appropriate dimension associated with Cσ

Ω
. 

Moreover, the LDI state-space representation 
(2.11) can be rearranged as follows: 

    
1 1

( ) ( ){ ( ) ( )}
g

i i i k k
i k

X t h t A X t A X t
k

t
= =

= + −∑ ∑

   (2.12) 

where iA and kiA   are the partitions of iC  
corresponding to the partitions of )(tTΛ .  
 
 
2.4 Fuzzy Controller 
 

On the basis of the state-feedback control 
scheme, a model-based fuzzy controller is able 
to ensure that the slave system can synchronize 
with the master system. The output error is 
defined as 1 2

ˆ( ) ( ) ( ) ( ),  ( ),  , ( ) ,
T

eY t Y t Y t e t e t e tδ≡ − =   

and 
the fuzzy controller is in the following form: 
Control Rule l:  
IF 

 1 1( ) is  and  and ( ) is l le t M e t Mdd 

 
THEN ( ) ( )l eU t K Y t= −  
where 1,  2,  ,  l m= 

, and m  is the number 
of IF-THEN rules of the fuzzy controller, and 

( 1,  2,  ,  )lM η η δ= 

 are the fuzzy sets. 
Therefore, the final output of this fuzzy 
controller can be inferred as follows: 

1

1

1

( ) ( )
( ) ( ) ( )

( )

m

l l e m
l

l l em
l

l
l

w t K Y t
U t h t K Y t

w t

=

=

=

−
= = −
∑

∑
∑

   (2.13) 

with  
1

( ) ( ( ))l lw t M e t
δ

η η
η=

≡∏ , and  ( ( ))lM e tη η  is 

the grade of membership of ( )e tη  in  lM η . 
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Furthermore, 

1

( )( )
( )

l
l m

l
l

w th t
w t

=
∑

≡  and  
1

( ) 1
m

l
l

h t
=

=∑  

for all t.  
In the past, solving the feedback gains 

lK  
( 1,  2,  ,  l m= 

) was based on experience and 
trial-and-error. It will therefore be advantageous 
to develop a powerful tool for solving suitable 

lK ( 1,  2,  ,  l m= 

). 
From the above, the NN models of the 

master and slave chaotic systems are described 
by the following LDI state-space and a 
model-based fuzzy controller is designed by the 
state-feedback control scheme. Therefore, the 
master and slave chaotic systems can be 
rewritten as representations (2.14) and (2.15), 
respectively: 
Master:  

    
1 1 1

( ) ( ){ ( ) ( )} ( ) ( )
g m

i i i k k l l
i k l

X t h t A X t A X t BS w t K t
φ

t i
= = =

= + − +∑ ∑ ∑

( ) ( ) ( )Y t CX t S tι= +                    (2.14) 
 

Slave:  

 

1 1

ˆˆ ˆˆ ˆ ˆ( ) ( )[ ( ) ( )] ( )
g

j j j k k
j k

X t h t A X t A X t BU t
φ

t
= =

= + − +∑ ∑                 

ˆ ˆ( ) ( )Y t CX t=            (2.15) 
 
 
3 Stability Analysis and Chaotic 
Synchronization via Fuzzy Control 
 
In this section, the synchronization of multiple 
time-delay chaotic (MTDC) systems is examined 
under the influence of modeling error. The 
exponential synchronization scheme of the 
MTDC systems is described below. 
 
 
3.1  Error Systems 
 

From Eqs. (2.1) and (2.2), the dynamics of 
the error system under the fuzzy control (2.5) 
can be described as follows: 

( ) ˆ ( )eY t D t= Y −Y +  

{    
1 1 1

ˆ ˆ ˆ+ ( ) ( ) ( ) ( ) ( ) ( )
m

i j l i l e j i
i j l

h t h t h t G Y t A A X t
κ κ

= = =
+ −∑∑∑

      
1 1

ˆ ˆ( ) ( ) ( ) ( )
g g

j k i k k i k e k
k k

A A X t A Y t D tt t
= =

+ − − + − +


∑ ∑

{    
1 1 1

ˆ ˆ ˆ( ) ( ) ( ) ( ) ( ) ( )
m

i j l i l e j i
i j l

h t h t h t G Y t A A X t
κ κ

= = =
− + −∑∑∑

      
1 1

ˆ ˆ( ) ( ) ( ) ( )
g g

j k i k k i k e k
k k

A A X t A Y t D tt t
= =

+ − − + − −


∑ ∑  

    
1 1 1

= ( ) ( ) ( ) ( ) ( )( )
gm

i l i l e i k e k
i l k

h t h t G Y t A Y t tD t
k

t
= = =

 
+ − + +Φ 

 
∑∑ ∑ (3.1)                   

where 
   i l i lG A BCK≡ − , 

1

ˆ ˆ ˆ ˆ( ( )) ( ( )) ( )ˆ
g

k k
k

f X t H X t U tt
=

+ − +Ψ ≡ ∑ ,

1
( ( )) ( ( ))

g

k k
k

f X t H X t t
=

+ −Ψ ≡ ∑ with
1

( ) ( )( )
m

l l e
l

h t K Y tU t
=

−= ∑ , 

    
1 1 1

( ) ( ) ( ) [ ( ) ( )]
.

ˆ
gm

i l i l e i k e k
i l k

t h t h t G Y t A Y t
k

t
= = =

 
Φ ≡ − + − 

 
Y −Y ∑∑ ∑

Suppose that there exists a bounding matrix 
ilRΘ  such that: 

1 1
( ) ( ) ( ) ( )

m

i l i e
i l

t h t h t R Y t
κ

= =

Φ ≤ Θ∑∑


    ( 3 . 2 ) 

for the trajectory Ye(t), and the bounding matrix 
ilRΘ  can be described as follows: 

  i l i lR RεΘ =                    ( 3 . 3 ) 
where R is the specified structured bounding 
matrix and  

1i lε ≤ , for 1, 2, ,i φ= ⋅⋅⋅ ; 
1,  2,  ,  l m= 

. Eqs. (3.2) and (3.3) show that: 
( ) ( )T t tΦ Φ

  

1 1 1 1
( ) ( ) ( ) ( ) ( ) ( )

m m

i l e i l i l i l e
i l i l

h t h t RY t h t h t RY t
φ κ

ee
= = = =

≤∑∑ ∑∑  

[ ( )] [ ( )]T
e eRY t RY t≤                     (3 .4)  

Namely, ( )tΦ  is bounded by the specified 
structured bounding matrix R. 
Remark 3.1 [27]: The following simple example 
describes the procedures for determining 

 i lε  
and R . First, assume that the possible bounds 
for all elements in 

 i lRΘ  are: 

   

    

   

11 12 13

21 22 23

31 32 33

i l i l i l

i l i l i l i l

i l i l i l

r r r

R r r r

r r r

 Θ Θ Θ
 
 Θ = Θ Θ Θ
 
 Θ Θ Θ 

           (3.5) 

where 
 

qs qs qs
i lr r r− ≤ Θ ≤  for some 

 

qs
i lr  with q, s 

= 1, 2, 3; i =1, 2,…,φ , and l =1, 2,…, m . 
A possible description for the bounding 

matrix 
 i lRΘ is: 

 

   

 

11 11 12 13

22 21 22 23

31 32 3333

0 0

0 0

0 0

i l

i l i l i l

i l

r r r

R r r r R

r r r

ε

ε ε

ε

   
   
 Θ = = 
   
     

( 3 . 6 ) 

where 
 

1 1qq
i lε− ≤ ≤  for 3 ,2 ,1=q . Notice that 

 i lε  can be chosen by other forms as long as 

 
 1i lε ≤ . The validity of (3.2) is then checked 

in the simulation. If it is not satisfied, we can 
expand the bounds for all elements in 

 i lRΘ and 
repeat the design procedure until (3.2) holds. 
 

The 31st Workshop on Combinatorial Mathematics and Computation Theory

301

http://tw.dictionary.yahoo.com/search?ei=UTF-8&p=scheme


3.2  Delay-Dependent Stability Criterion for 
Exponential H ∞ Synchronization 
 

In this subsection, a delay-dependent 
criterion is proposed to guarantee the 
exponential stability of the error system 
described in (3.1). Moreover, in general, there 
will always be some noise or disturbances that 
may cause instability. The effect of the external 
disturbance ( )D t  will negatively affect the 
performance of chaotic systems. To reduce the 
effect of the external disturbance, an optimal H ∞ 
scheme is used to design a fuzzy control such 
that the effect of the external disturbance on 
control performance can be attenuated to a 
minimum level. In other words, the fuzzy 
controller (2.5) simultaneously realizes 
exponential synchronization and achieves the 
optimal H ∞ control performance in this study. 

Before examining the stability of the error 
system, some definitions and lemma are given 
below. 
Lemma 1 [40]: For the real matrices A and B 
with appropriate dimension: 

BBAAABBA TTTT 1−+≤+ 
 

where 


 is a positive constant. 
Definition 1 [42]: The slave system (2.2) can 
exponentially synchronize with the master 
system (2.1) (i.e., the error system (3.3) is 
exponentially stable) if there exist two positive 
numbers α  and β  so that the synchronization 
error satisfies: 

0( )  ( ( )) ,   0eY t exp t t tα β≤ − − ∀ ≥   
where the positive number β  is called the 
exponential convergence rate. 
Definition 2 [11]: The master system (2.1) and 
slave system (2.2) are said to be in exponential 
H ∞ synchronization if the following conditions 
are satisfied: 

(i). With zero disturbance (i.e., 0( )D t = ), the 
error system (3.1) with the fuzzy 
controller (2.5) is exponentially stable. 

(ii). Under the zero initial conditions (i.e., 
max( ) 0 for [ ,0]E t t t= ∈ − , in which maxτ  

is the maximal value of 
,skτ ) and a 

given constant  > 0ρ , the following 
condition holds: 

2
0 0

( ( ), ( )) ( ) ( )  0( ) ( )T T
e e eY t D t Y t Y t dt dtD t D tρ∞ ∞

Θ = − ≤∫ ∫
               (3.7) 

where the parameter ρ  is called the H ∞ norm 
bound or the disturbance attenuation level. If the 
minimum ρ  is found to satisfy the above 
conditions (i.e., the error system can reject the 
external disturbance as strongly as possible), the 
fuzzy controller (2.5) is an optimal H ∞  

synchronizer [11]. 
Theorem 1: For given positive constants a and n, 

if there exist two symmetric positive definite 
matrices P and kψ , as well as to positive 
constants ξ  and ρ , so that the following 
inequalities hold, then the exponential H ∞  

synchronization with the disturbance attenuation 
ρ  is guaranteed via the fuzzy controller (2.5): 
 

  
      

1 1 1

g g g
T T T

i l k i l k i l k
k k k

PG G P ng R R C C Iττ  ψ
= = =

≡ + + + + +∆ ∑ ∑ ∑
    2 2 1 1 1

1
( )<0

g

k
k

P n gaτ ξ − − −

=

+ + +∑        (3.8a) 

 0T
i k ik ik kgaA A ψ∇ ≡ − <               (3.8b) 

gρ ξ>                               (3.8c) 
where 

   i l i lG A BCK≡ − , for 1,  2,  ,   i φ= 

; 
1,  2,  ,  k g= 

 and 1,  2,  ,  l m= 

. 
Corollary 1: Eqs. (3.8a) and (3.8b) can be 
reformulated into LMIs via the following 
procedure:      

By introducing the new variables; 1−= PQ , 

l lF K Q=  and k kQ Qψ ψ= , Eqs. (3.8a) and (3.8b) 
can be rewritten as follows: 

1
{ }

g
T T T

k i l i l
k

A Q BF QA F Bτ
=

− + −∑

  

1

g
T T

k
k

ngQR RQ QC CQ QIQψ
=

+ + + +∑                                                                       

2 1 1 1

1
( ) 0

g

k
k

n ga Iτ ξ − − −

=

+ + + <∑           (3.9a) 

0k
T
ik ikgaQA A Q ψ− <                      (3.9b) 

for 1,  2,  ,   i φ= 

; 1,  2,  ,  k g= 
and 

1,  2,  ,  .l m= 

 According to Schur’s 
complement [35], it is easy to show that the 
linear matrix inequalities in Eqs. (3.9a) and (3.9b) 
are equivalent to the following LMIs in Eqs. 
(3.10a) and (3.10b):  

1( ) 0 0
0

T

T

QR Q
RQ ng I

Q I

−

 Ξ
 − < 
 − 

           (3.10a) 

 

 

 
1

 

0
( )

T
k i k

i k

QA
A Q ga I
ψ

−

 −
< − 

              (3.10b) 

where 

1 1 1 1

g g g g
T T T

k i k l k i k l
k k k k

A Q BF QA F Bττττ  
= = = =

Ξ ≡ − + −∑ ∑ ∑ ∑

   
2 1 1 1

1 1
( ) .

g g
T

k k
k k

n ga I QC CQψ τ ξ − − −

= =

+ + + + +∑ ∑
 

Thus, Theorem 1 can be transformed into an 
LMI problem, and efficient interior-point 
algorithms are now available in Matlab LMI 
Solver to solve this problem. 
Corollary 2 [44]: In order to verify the 
feasibility of solving the inequalities in Eqs. 
(3.10a) and (3.10b) using the LMI Solver 
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(Matlab), interior-point optimization techniques 
are utilized to compute feasible solutions. These 
techniques require that the LMI systems are 
constrained to be strictly feasible, that is, the 
feasible set has a nonempty interior. For 
feasibility problems, the LMI Solver by feasp ① 
is shown as follows: 

Find x  such that the LMI 0L(x) < ② (3.11a) 
as 
Minimize t  subject to It ×<L(x)     (3.11b) 
where L(x)  is symmetric matrix and I  is 
identity matrix.  

From the above, the LMI constraint is 
always strictly feasible in x , t  and the 
original LMI (3.11a) is feasible if and only if the 
global minimum mint ③  of (3.11b) satisfies 

0<mint . In other words, if 0<mint  will 
satisfy Eqs. (3.10a) and (3.10b), then the 
stability conditions (3.8a) and (3.8b) in Theorem 
1 can be met. The obtained fuzzy controller (2.5) 
can then exponentially stabilize the error system, 
and the H ∞ control performance is achieved at 
the same time. 
 
 
4  Conclusion 
 

In this paper, exponential synchronization 
multiple time-delay chaotic (MTDC) systems 
with optimal H ∞ performance and cryptography 
were combined to achieve a more security 
communication system. First, we applied the 
n-shift cipher and key to the original message of 
transmission for encryption. The encrypted 
message is re-encrypted using chaotic 
synchronization. The MTDC systems were then 
approximated using an NN model-based 
approach. Next, a robust model-based fuzzy 
control design was proposed to overcome the 
effect of modeling error between the MTDC 
systems and the NN models. In terms of 
Lyapunov’s direct method, a delay-dependent 
stability criterion was derived to ensure that the 
slave system was able to exponentially 
synchronize with the master system. 

① feasp is the syntax used to test the feasibility 

of a system of LMIs in MATLAB. 
② In this study, Eq. (3.11a) can be represented 

as Eqs. (3.10a) and (3.10b). 
③ The global minimum mint  is the scalar 

value returned as the output argument by 

feasp. 

Subsequently, the stability conditions of this 
criterion were reformulated into linear matrix 
inequalities (LMIs). On the basis of the LMIs, a 
model-based fuzzy controller was then 
synthesized to stabilize the MTDC systems. 
According to the LMIs, we synthesized a fuzzy 
controller to realize the exponential H ∞  

synchronization of the chaotic master-slave 
systems, and reduce the H ∞ -norm from 
disturbance to synchronization error at the 
lowest level. On the other hand, the output error 
of the recovered message was stated using the 
n-shift cipher and key.  
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