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Abstract

In this paper, we propose algorithms for biomolec-
ular docking sites selection problem by support vec-
tor machines with selective feature reduction. The
proposed method can reduce the number of various
amino acid features before constructing SVM pre-
diction models. Given frame boxes with features
and analyze the important features by correlation
coefficients to LE values. The algorithm will rank-
ing these possible candidate locations on the recep-
tor before AutoDock examinations.

The method is implemented upon the widely
employed automated molecular docking simulation
software package, AutoDock. Experiments are
set up to test upon Japanese encephalitis related
biomolecules in virology research. The proposed
affinity estimation algorithm is about 4 folds faster
with 2% LE value lost in this experiments. Hadoop
MapReduce frameworks are used in our experi-
ments to parallelize the underlying massive compu-
tation works corresponding to ligand-receptor pairs
examined under the experiment.
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1 Introduction

While designing new drugs still poses great
challenges, the large amount of structural inves-
tigations on medically relevant proteins reflects
the general recognition that the structure of a
potential drug target is very precious knowledge
[1]. Computer-aided drug design techniques, espe-
cially the molecular docking simulation, can now
be effective in reducing costs and speeding up drug
discovery [2, 4].

Progress in functional genomics and structural
studies on biological macromolecules are produc-
ing more and more potential therapeutic tar-
gets, but also increases the importance of small
molecule docking and virtual screening of candi-
date compounds algorithms. [13, 3]. Usually, the
first step in the molecular docking is to find the po-
sition of the space and the conformation matched.
In molecular docking, the receptor is possibly a
biological protein or bio-molecule, and the ligand
is possibly a different protein, medicine or com-
pound. Molecular docking simulation is often used
as a method for virtual screen by setting a protein
to match a group of compounds, and report the
final best compound [2].

Protein structures play critical roles in vital bio-
logical functions [7]. To date, there are more than
102,720 protein structures [1] determined by the
advances in X-ray crystallography and NMR spec-
troscopy to date, molecular biologists these days
proceed in the direction of analyzing and classi-
fying these protein structures in order to discover
the interaction with ligand and receptors.

Molecular docking simulation is a method for
computer-aided drug design (CADD). It simulate
the interaction between a protein receptor and a
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drug ligand by calculating the energy of interac-
tion between them, and then search the optimal
binding sites in most stable state.

Amino acid index (AA-index [12]) is propose
the different physicochemical value and biological
properties value of 20 amino acids by numerical
values. AA-index now have 544 different index
set.

Machine learning is a “field of study that gives
computers the ability to learn without being ex-
plicitly programmed” defined by Arthur Samuel in
1959 [18]. Support vector machines(SVM), artifi-
cial neural networks(ANN), representation learn-
ing, and inductive logic programming are some of
many machine learning algorithms. LIBSVM (a
library for support vector machines) [5] is a SVM
package since year 2000. LIBSVM is to help users
to apply their application by SVM easier. The
package provide One-class to multiclass and prob-
ability present functions.

The enormous computational time needed
for massive molecular dynamics simulations of
protein-ligand conformations obtained by molec-
ular docking is a serious problem. To coordi-
nate and utilize the underlying computational
mechanism, we adopt the standard cloud com-
puting platform infrastructure to alleviate the
underlying computation tasks. Hadoop [20] is
a software framework intended to support data-
intensive distributed applications. It is able to
process petabytes of data with thousands of nodes.
Hadoop supports MapReduce programming model
[19] for writing applications that process large
data set in parallel on Cloud Computing environ-
ment. Recently, Hadoop has been applied in
various domains in bioinformatics [17].

2 Method and Materials

In our previous works [11, 10], we proposed
methods to distinguish the surface/inside atoms
of the receptor by selecting a suitable distance
maximizing the standard deviation of correspond-
ing neighboring degrees of the molecules. With
various considerations and different set ups of the
underlying parametric spaces, the searching space
for the docking simulation problem can be signifi-
cantly reduced.

The main idea of the molecular docking algo-
rithm to estimate the binding free energy, the LE
(lowest energy) value, between two molecules is
the following. The first step we fully cover the
receptor surface by boxes. The second step is to

analyze these boxes by prediction model and rank
these boxes. In this experiment we fully cover
the receptor surface and take top 5 boxes for find-
ing the good docking position and not perform all
boxes resources for reduce the computation cost.

2.1 Molecular Docking Simulation

AutoDock

AutoDock is a automated molecular docking simu-
lation software package since 1990. AutoDock uses
Genetic Algorithm (GA) [8, 9], Lamarckian Ge-
netic Algorithm (LGA) [16] in finding the lowest
energy, and the used the Amber molecular force
field scoring function [6]. AutoDock is now ver-
sion 4.2, include two program with autodock and
autogrid. Autogrid pre-calculates a set of grids
which describing the target protein and autodock
performs the docking of the ligand to these grids.
The force field evaluation function of AutoDock4.2
is described as the following: [15]
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2.2 Feature ranking algorithm

Our previous works [10] for the ligand/recep-
tor docking sites problem produces feasible re-
sults when the ligand size is comparatively much
smaller than the receptor molecules, we use the
Cover-frame [10] algorithm to fully cover the
surface of the receptor and perform all boxes to
autodock. Thus, in this paper we propose different
methods to reduce the boxes to save some resource
without perform all boxes.

Before the SVM start, we have to set all 544
AA-index and the LE value to each boxes as
their label. The rationale of the label is the lig-
and will be attracted by some environment, la-
bel and analyze these boxes to find out the good
boxes. While the label finished, we can start the
work. First, compute the correlation coefficient
with LE value(or quality class value). Second,
ranking these correlation coefficient value by Ab-
solute value. Third, take top k features to generate
prediction model, in order to find the best combi-
nation of the k features (note: the final features
will ≤k )
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Feature-ranking(B, k)

Input: B: Boxes with labels.
k : Number of features to be analyzed.

Output: F : A list of chosen features.
1 Let C be the correlation coefficients list for boxes in B related to the corresponded LE values.
2 Get the ranking order list of C according to the absolute coefficients.
3 Let F be the top most k features in C.
4 return the feature ranking list F

Figure 1: The Feature-ranking algorithm.

3 Experiments

In order to select the important relevant fea-
tures, we choose the 8 most relevant features
ranked by their corresponding correlation coeffi-
cients to LE values (or quality class value). Note
that the prediction model spends more time when
the number of selected features get higher than
8. The experiment spends about 6 machine-hours
with 197 boxes for 10 receptors; the total compu-
tation time more than 1,166 machine-hours (about
48 machine-days with compute all 83 boxes for 6
receptor in total.) [11]. The total ligand-receptor
pairs are made by 10 pairs consisted of 1 lig-
and (ACETYLCHOLINE) of small molecular, and
10 receptors (1QU6, 1ZIW, 2A0Z, 2BR8, 2C9T,
2Z62, 2Z63, 2Z64, 2Z7X, 2Z80) [14], toll-like recep-
tor (TLR), double-stranded RNA-activated pro-
tein kinase (PKR), acetylcholine binding protein
(ACHBP) are member of receptors [14].

3.1 Testing environment and data
source

The experiments are performed on one NFS
server and four IBM blade server in the Provi-
dence University Cloud Computation Laboratory.
Each server is equipped with two Quad-Core Intel
Xeon 2.26GHz CPU, 24G RAM, and 296G disk
under the Ubuntu version 12.04 with the virtu-
alization platform KVM/QEMU. Under the cur-
rent system environment, we create 32 virtual ma-
chines by KVM; each virtual machine is set to one
core CPU, 1G RAM, and 10G disk running un-
der the O.S. Ubuntu version 12.04 with Hadoop
version 1.21 MapReduce platform. Each virtual
machine is responsible for one map operation and
one reduce operation. The total number of the
map/reduce operations is up to 32 respectively.
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Figure 2: The figure shows the correlation coeffi-
cient of the top 8 AA-index features and quality
class.

The Protein structure data sources are gath-
ered from the Protein Data Bank [1], which main-
tains this single archive of macromolecule struc-
tural data freely and publicly available to the
global community. These protein structure data
are downloaded from the wwPDB’s ftp server
(ftp://ftp.wwpdb.org/), where the number of pro-
tein structure data is 116,258. We download 1
ligand and 10 receptor as 10 set data are treated
as the testing data for our experiments.

3.2 Comparison prediction model with
different features

As shown in Figure 4, the proposed feature
ranking algorithm is about 4 folds faster to reduce
197 boxes into 50 boxes (each receptor take 5 boxes
choose by prediction model) with the cost of about
2% LE value inferior in the experiment. The Fig-
ure 5 shows the comparison by different feature
selection method will lead to different result. In
this case, take top 8 (absolute value) features for
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Figure 3: The figure shows the correlation coeffi-
cient of the top 8 AA-index features and LE.

prediction model makes the better result.

4 Concluding Remarks

In this paper, we propose a feature ranking al-
gorithm. The algorithm first compute the features
by correlation coefficient to LE value, and then
rank this features by absolute value. The last
is to take k features to generate the prediction
model. This algorithm are helpful to abandoned
some boxes with lower chance to docking success-
ful. In the future, we will perform more experi-
ments to find better algorithms for average results
in shorter computation time.
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Figure 4: Comparison of top 8 features by feature
selection by LE value versus class value. The x-
axis indicates number of features chosen for the
prediction model; the y-axis is the ratio of the LE
comparing to the best box (a ratio from 1 to 0).
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