Department of Computer Science and Engineering
National Sun Yat-sen University
Design and Analysis of Algorithms - Final Exam., Jan. 11, 2022

. Explain each of the following terms. (20%)
(@) NP, NP-complete

(b) the Eulerian cycle of a graph

(c) hill climbing in the searching strategy
(d) the knapsack problem

(e) Graham scan

. Explain the longest common subsequence (LCS) problem. And, then give an
example to illustrate your answer. Note that you should give both explanation
and example. (8%)

. Please derive the recurrence formula T(n)=2T(n/2)+O(n) to get the time
complexity for T(n), where n denotes the size of the input data. (12%)

. Present an algorithm for solving the shortest path (from a single source) problem
on a graph. Analyze the time complexity of your algorithm. (12%)

. Please present the prune-and-search method for solving the constrained 1-center
problem (the center should be on the line y=0). (12%)

. The first-fit algorithm is a simple approximation algorithm for solving the bin
packing problem. The algorithm puts an object into the ith bin as long as it is
available and tries the (i+1)th bin if otherwise. Show that the number of bins
used in the first-fit algorithm is no more than twice the number of bins needed in
an optimal solution. (12%)

. Prove that the clique decision problem polynomially reduces to the node cover
decision problem. (12%)

. Please explain the transpose heuristics, move-to-front heuristics, and count
heuristics for the self-organizing sequential search. (12%)



Answer:
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LCS: #Z[fx = common subsequence 7 =&

% X =abcb , Y = ach

HIl common subsequence = ab, ac, cb, ach

LCS =acb
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fd A Dijkstra’s Algorithm:
Input: BLEES V> FEEL A S F1 cost matrix
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Time complexity : O(n?)
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B.

Input : n points and a straight line y = 0.

Output: The constrained center on the straight line y = 0.

Step 1: If n is no more than 2, solve this problem by a brute force method.

Step 2: Form disjoint pairs of points(p1,pz),(P3,p4), ..., (pn-1, Pn). If there
are odd number of points, just let the final pair be (pn, p).

Step 3: For each pair of points, (pi, pi+1), find the point xi+1 on the line y
= 0 such that d(pi, Xi,i+1) = d(pi+1,Xi,i+1).

Step 4: Find the median of the EJ Xii+1’s. Denote it as xm.

Step 5: Calculate the distance between pi and xm for all i. Let p;j be the
point which is farthest from xm. Let X; denote the projection of pj onto y
= 0. If xj is to the left (right) of xm, then the optimal solution, X", must
be to the left (right) of Xm.

Step 6: If X™ < xm, for each xii+1 > Xm, prune the point p; if pi is closer to
Xm than pi+1, otherwise prune the point pi+1;1f X > Xm, do similarly.

Step 7: Go to Step 1.

6.

S(ai): the size of item a;

OPT: # of bins used in an optimal solution

m: # of bins used in the first-fit algorithm

C(Bi): the sum of the sizes of a;’s packed in bin Bi in the first-fit
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algorithm

OPT >=S(a1)+S(a2)+....+S(an)

C(B;) +C(Bi+1) > 1

C(By)+C(B2)+....C(Bm) > m/2
m/2<C(B1)+C(B2)+....C(Bm)=S(a1)+S(az2)+....+S(a,)<=0OPT
m <2 OPT

First fit’s bin HJE(E <2 OPT’s Bin Y& =

7.
instance of clique decision:
G =(V, E), clique Q of size k (Q c V)
instance of node cover decision:
G’=(V, E’), where E’={(u, v) |lu e V,v e Vand (u, v) ¢ E},
node cover N of sizen-k, N=V -Q
(=>)
F7A clique Q BT ELFS7A edges > JRRIFE E 51745 edge(u,v) for u,v
e Q- fifE B’ » A"~ =A edge (u, v) foru, v e Q » JRE[J%EEE edge
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u,veQ  HIEG GATFIEedge - FHIIt > #u,ve Q> HIfE G E
4 edge » 7RE[] Q =i complete subgraph -
FTDIAE G g cligue=V - N > size = |V|- ([V| - k) =k
So, clique decision problem polynomially reduces to node cover decision
problem

8.

Transpose heuristics: The node that is accessed is swapped with its
predecessor.

move-to-front heuristics: The recently searched item is moved to the front
of the list.




Count heuristics: Most frequently accessed node is kept at the head of the
list.




