Department of Computer Science and Engineering
National Sun Yat-sen University
Design and Analysis of Algorithms - Final Exam., Dec. 26, 2023

. Explain each of the following terms. (20%)

(a) NP-hard, NP-complete (b) quadratic nonresidue problem
(c) skew heap (d) Euler circuit of a graph

(e) pairwise independent property of move-to-the-front in sequential search

. Inthe 0/1 knapsack problem, there are n objects with knapsack capacity M, where
the profit of each object i is denoted by p; and the weight is denoted by w;, 1 <i <
n. Please present the dynamic programming formula for solving the 0/1 knapsack
problem. In the formula, let fi(Q) be the maximum profit obtained by objects
1,2,3,...,1 with capacity Q. (10%)

. Given two sets A and B, each consisting of n integers, design an efficient algorithm
to check whether A is equal to B or not. And analyze the time complexity of your
algorithm. Note that your algorithm should be in O(nlogn) time. (10%)

. Explain the searching strategies: depth-first search, breadth-first search and best-
first search. What data structures are used in these strategies? (12%)

. Explain the common properties among the following problems: convex hull, one-
center, constrained one-center, rectilinear m-center. And give the differences
between them. (12%)

. Present an algorithm for solving the shortest path (from a single source) problem
on a graph. Analyze the time complexity of your algorithm. (12%)

. Inthe bottleneck traveling salesperson problem, the goal is to minimize the longest
edge in the solution. Assume that h(G) can determine whether a graph G has a
Hamiltonian cycle or not. Please present a greedy method for solving this problem
utilizing h(G). Note that there is no need to design h(G); you can directly call h(G).
(12%)

. Prove that the sum of subset decision problem polynomially reduces to the
partition problem. (12%)



Answers

1.

(a)

NP-hard: the class of problems to which every NP problem reduces.
NP-complete (NPC): the class of problems which are NP-hard and belong to NP.

(b)
GCD(x, y) = 1, y is a quadratic residue mod x if z> = y mod x for some z, 0 < z < x,
GCD(x, z) =1, and y is a quadratic nonresidue mod x if otherwise.

(c)
Skew heaps may be described with the following recursive definition:
« A heap with only one element is a skew heap.
« The result of skew merging two skew heaps sh: and sh; is also a skew heap.

(d)

A circuit that uses every edge of a graph exactly once.

()

For any sequence S and all pairs P and Q, # of interword comparisons of P and Q is
exactly # of interword comparisons made for the subsequence of S consisting of
only P’s and Q’s.

2

fi.(Q) = max{ fi.1(Q), fi-1(Q-W,)+P; }
fo(0) = fi(0) = fo(Q) = 0 for 1<i<n, 0<Q<M

3.
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4,

Depth-first search: DFS is a traversal approach in which the traverse begins at the
root and explores as far as possible along each branch before backtracking.. DFS
uses Stack data structure.

Breadth-first search: BFS is a traversal approach , which explores all the neighboring
nodes at the same level before moving to the next level.. BFS uses Queue data
structure.

Best-first search: The idea of Best-first search is to use an evaluation function to
decide which adjacent is most promising and then explore. Best-first search uses
priority queue (heap) data structure.
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6.

Dijkstra’s Algorithm:
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8.

An instance of the Subset Sum Problem (SSP) is given with a set of integers A = { as,
a, ..., an } and a target sum C. The SSP problem is to decide whether there exists a
subset of A whose sum is exactly equal to C.



Given a set of integers S, the Partition Problem (PP) problem is to decide whether B
can be partitioned into two disjoint subsets B; and B. such that the sum of the elements
in By is equal to the sum of the elements in Bo.

Reduce SSP to PP:

1. Given an instance of SSP with a set of integers A = { ai, a2, ..., an } and a target
sum C.

2. For PP, construct an instance of with a new set B = { by, by, ...,bn, bn+1 bns2 },
where each bi = aj for 1 <i<n, and bp+1 = C+1 and bp+2= (X fromi=1tona;) +1 - C.

The sum of all elements in B is (£ from i=1 to n bj )+ bn+1 + bns2 = (X from i=1 to n
ai )*2 + 2.

We want to prove that there exists a solution of SSP (a subset S € A such that X for
ai in S a; )= C if and only if there exists a partition in PP (B can be partitioned into
two subsets whose sums are equal).

Subset Sum Problem (SSP) => Partition Problem (PP)
If there is a subset S € A whose sum is equal to C, then there exists a partition of B

into Bi={ bi|aa€S} U {bnz}and Bo={bi|ai € S} U { bn }. The sum of
elements in B; will be (Z forajinSaj) + bpo=C+ (X fromi=ltonaj)+1-C=(X
from i=1 to n ai )+ 1, which is equal to the sum of B2, (X forai € Sai) + bn1=(Z

fromi=ltona)-C+C+1= (X fromi=I tonaj)+ 1.

Partition Problem (PP) => Subset Sum Problem (SSP)
Conversely, if there exists a partition of set B into two subsets with equal sums,
because bn+1 and bn+2 cannot be in the same subset (since their sum is greater than the
sum of all other elements), one of them must be in subset B; and the other in B..
Without loss of generality, assume bn+1 € B2 and bn+2 € B1. As the sum of all elements
inBis (X fromi=1tonaj)*2+ 2, and the sums of B: and B; are equal, the sum of the
elements is B1 is (Z from i=1 ton aj ) + 1.

We have bn+2 = (X from i=1 ton aj ) + 1 - C. So the sum of the other elements from
A in B; must be C, proving the existence of a solution to the SSP.



