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ABSTRACT
Meta-heuristics are general frameworks of heuristics meth-
ods for solving combinatorial optimization problems, where
exploring the exact solutions for these problems becomes
very hard due to some limitations like extremely large run-
ning time. In this paper, new local searches over tree space
are defined. Using these local searches, various meta-heuristics
can be generalized to deal with tree data structures to in-
troduce a more general framework of meta-heuristics called
Meta-Heuristics Programming (MHP) as general machine
learning tools. As an alternative to Genetic Programming
(GP) algorithm, Memetic Programming (MP) algorithm is
proposed as a new outcome of the MHP framework. The ef-
ficiency of the proposed MP Algorithm is examined through
comparative numerical experiments.

Categories and Subject Descriptors
I.2 [Artificial Intelligent]: Automatic Programming; I.2.6
[Artificial Intelligent]: Learning—parameter learning ; I.2.8
[Artificial Intelligent]: Problem Solving, Control Meth-
ods, and Search—graph and tree search strategies, heuristic
methods
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1. INTRODUCTION
“How can computers be made to do what is needed to be

done, without being told exactly how to do it?” -Attributed
to Arthur Samuel (1959).

The main aim of an artificial intelligent (AI) system is to
make intelligent machines, especially intelligent computers.
One of the great tools that attempts to achieve that goal
is Genetic Programming (GP). It has shown promising per-
formance in applications and produced human competitive
results [7, 11, 15].

While many effective settings of the main operations in
GP (crossover and mutation) have been proposed to fit a
wide variety of problems, it has been addressed that crossover
and mutation are highly disruptive with a risk of conver-
gence to a non-optimal structure [12, 13].

There have been many attempts to edit GP operations
to make changes in small scales [11]. Moreover, importance
of the local search and improving the local structures of
individuals have been addressed [6]. This motivates us to
use more local searches with gradual changes of scales within
a general framework.

In the new framework, we introduce some local search
procedures over a tree space as alternative operations to
crossover and mutation. These procedures aim to generate
trial moves from a current tree in its neighborhood. Using
these search procedures, various meta-heuristics can be gen-
eralized to deal with tree data structures in a unified frame-
work which we call Meta-Heuristics Programming (MHP).

The paper is organized as follows. In the next section, a
brief preliminaries needed in this paper are shown. The basic
procedures for stochastic local search over a tree space are
presented in Section 3. Then, we show the main framework
of MHP in Section 4. Memetic Programming algorithm are
introduced in Section 5 as an example of MHP. In Section
6, we report numerical results for two types of benchmark
problems. Finally, conclusions make up Section 7.

2. PRELIMINARIES
In the following two subsections, a brief overview of meta-

heuristics and GP algorithm will be presented.

2.1 Meta-Heuristics
The term “meta-heuristics”, first used by Glover [2], con-

tains all heuristics methods that show evidence of achiev-
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ing good quality solutions for a problem of interest within
an acceptable time. In fact, meta-heuristics are often a
highly promising choice for solving combinatorial optimiza-
tion problems, where exploring the exact solutions for these
problems becomes very hard due to some limitations like
extremely large running time. Usually, meta-heuristics offer
no guarantee of obtaining global best solutions [3].

In terms of the process of updating solutions, meta-heuristics
can be classified into two classes; population-based methods,
where the search keeps a set of many solutions at the end of
each iteration, and point-to-point methods, where the search
keeps only one solution at the end of each iteration.

The most commonly used data structure types in the
meta-heuristics are bit-strings and real-valued vectors. More-
over, meta-heuristics are typically applied to problems that
can be modeled or transformed to optimization problems
[14].

2.2 Genetic Programming
Genetic programming is an evolutionary algorithm that

creates a working computer program from a high-level prob-
lem statement of a problem. It is a branch of Genetic Al-
gorithms (GAs). The main difference between GP and GAs
lies in the representation of a solution. In GP, a solution is
represented as a tree consisting of variables (terminals) and
functions that interact those variables. On the other hand,
GAs create a string of numbers that represent a solution.

Indeed, GP can be regarded as a method of machine learn-
ing, while GAs are search paradigms that seek optimal so-
lution candidates. GP was first introduced by Koza [8], and
subsequently, the feasibility of this approach in well-known
application areas has been demonstrated [9, 10, 11].

3. LOCAL SEARCH OVER TREE SPACE
In this section, some local search procedures over a tree

space are introduced. These procedures aim to generate
trial moves from a current tree to another tree in its neigh-
borhood. The proposed local searches have two aspects;
intensive and diverse [5]. Intensive local search aims to ex-
plore the neighborhood of a tree by altering its nodes with-
out changing its structure. Diverse local search changes the
structure of a tree by expanding its terminal nodes or cut-
ting its subtrees1. We introduce Shaking as an intensive lo-
cal search procedure, and Grafting and Pruning as diverse
local search procedures.

Figure 1 shows three examples of tree representation of
individuals and their executable codes.

For a parse tree X, we define its size (the number of all
nodes in X) as s(X) and its depth (the number of links in
the path from the root of X to its farthest node) as d(X).

3.1 Shaking Search
Shaking search is an intensification search procedure that

alters a tree X to a new one X̃. Both X and X̃ have the
same tree structure since the altered nodes are replaced by
alternative values. Procedure 3.1 states the formal descrip-
tion of shaking search.

Procedure 3.1. X̃ = Shaking(X, ν)

Step 1. If ν > s(X), return.

1Throughout the paper, the term “branch” is used to refer
to a subtree.

Figure 1: Example of GP Representation

Step 2. Set X̃ := X.
Step 3. Choose ν nodes of X̃ randomly.
Step 4. Update the chosen nodes by new ran-

domly chosen alternatives.
Step 5. Return.

A neighborhood of a tree X based on shaking search is
defined by

NS(X) = {X̃|X̃ = Shaking(X, ν), ν = 1, . . . , s(X)}. (1)

3.2 Grafting Search
In order to increase the variability of the search process,

grafting search is invoked as a diverse local search procedure.
Grafting search generates an altered tree X̃ from a tree X by
expanding some of its leaf nodes to branches of depth ζ. As
a result, X and X̃ have different tree structures. Procedure
3.2 states the formal description of grafting search where λ
refers to the number of leaf nodes which are updated to be
branches.

Procedure 3.2. X̃ = Grafting(X, λ)

Step 1. If λ > t(X), return.

Step 2. Set X̃ := X.
Step 3. Generate λ branches B1, . . . , Bλ of depth

ζ randomly.
Step 4. Choose terminal nodes t1, . . . , tλ of X̃

randomly.
Step 5. Update X̃ by replacing the nodes t1, . . . , tλ

by the branchs B1, . . . , Bλ.
Step 6. Return.

Here t(X) is the number of terminal nodes in a tree X. A
neighborhood of a tree X based on grafting search is defined
by

NG(X) = {X̃|X̃ = Grafting(X, λ), λ = 1, . . . , t(X)}. (2)

3.3 Pruning Search
Pruning search is another diverse local search procedure.

In contrast to grafting search, pruning search generates an
altered tree X̃ from a tree X by cutting some of its branches.
Therefore, X and X̃ have different tree structures. We intro-
duce Procedure 3.3 to assist pruning search, which expresses
X as a parse tree containing the branches B1, . . . , Bξ of X
that have the same depth ζ. Hence, pruning search can eas-
ily choose one of these branches and replace it by a randomly
generated leaf node.
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Figure 2: New Local Search Procedures.

Procedure 3.3. [B1, . . . , Bξ] = Branches(X, ζ)

Step 1. If ζ ≥ d(X), return.
Step 2. Select all branches B1, . . . , Bξ in X with

depth ζ.
Step 3. Return.

The formal description of pruning search is given below in
Procedure 3.4.

Procedure 3.4. X̃ = Pruning(X, η)

Step 1. If η > f(X), return.

Step 2. Set X̃ := X.
Step 3. For j = 1, . . . , η, repeat

3.1 Generate a natural number ζj randomly
such that ζj < d(X).

3.2 Generate a random terminal tj.

3.3 Update X̃ by replacing a randomly cho-
sen branch from Branches(X̃, ζj), by tj.

Step 4. Return.

Here f(X) = s(X) − t(X). A neighborhood of a tree X
based on pruning search is defined by

NP (X) = {X̃|X̃ = Pruning(X, η), η = 1, . . . , f(X)}. (3)

Figure 2 shows an example of our new local searches. It is
worthwhile to note that the random choices of Steps 3 and
4 of Procedures 3.1 and 3.2, and Steps 3.1-3.3 of Procedure
3.4 make these procedures behave as stochastic searches.
Therefore, for a tree X, one may get a different X̃ in each
run for any one of these procedures.

4. META-HEURISTICS PROGRAMMING
Most of the search methodologies in meta-heuristics de-

pend on local search. Therefore, by using the local searches

defined in Section 3, various meta-heuristics can be gen-
eralized to deal with tree data structures, which we call
Meta-Heuristics Programming (MHP). This section shows
the main procedures of MHP and describes how they can be
implemented.

Indeed, the MHP framework tries to cover many of the
well-known meta-heuristics as special cases. In addition,
the MHP framework generalizes the data structures used in
most of the ordinary meta-heuristics, by introducing tree
data structures instead of bit strings or vectors of numbers.
In the MHP framework, initial computer program(s) repre-
sented as parse trees can be adapted through the following
five procedures to obtain acceptable target solution(s) of the
problem.

• TrialProgram: Generate trial programs from the
current one(s).

• UpdateProgram: Choose one program or more from
the generated ones for the next iteration.

• Enhancement: Enhance the search process to be ac-
celerated if a promising solution is detected, or escape
from local information if an improvement cannot be
achieved.

• Diversification: Drive the search to new unexplored
regions in the search space by generating new struc-
tures of program(s).

• Refinement: Improve the best program(s) obtained
so far.

TrialProgram and UpdateProgram procedures are
the essential ones in MHP. The other three procedures are
recommended to achieve better and faster performance of
MHP. Actually, these procedures make MHP behave like an
intelligent hybrid framework. The search procedures defined
in Section 3 are used in TrialProgram procedure, while
UpdateProgram procedure depends on the invoked type
of meta-heuristics.

The main structure of the MHP framework is shown below
in Algorithm 4.1. In its initialization step, MHP algorithm
generates an initial set of trial programs which may be a sin-
gleton set in the case of point-to-point meta-heuristics. The
main loop in MHP algorithm starts by calling TrialPro-
gram procedure to generate a set of trial programs from
the current iterate program or from the current population.
Then, MHP algorithm detects characteristic states in the
recent search process and applies Enhancement procedure
to generate new promising trial programs.

It is worthwhile to mention that the proposed local search
procedures, presented in Section 3 and used in TrialPro-
gram and Enhancement, may be regarded as directed mu-
tation operators. Specifically, if intensification is needed,
then the local search procedures should be applied with a
small scale of change to avoid the disruption of the current
solution. On the other hand, these local search procedures
should be applied with a bigger scale of change if diversifi-
cation is needed.

To proceed to the next iteration, UpdateProgram pro-
cedure is used to invoke the next iterate program or the next
population from the current ones. Consequently, the control
parameters are also updated to fit the next iteration.

- 260 -



If the termination criteria are met, then the Refinement
procedure is applied to improve the elite solutions obtained
so far. Otherwise, the search proceeds to the next iteration
but the need of diversity is checked first.

Algorithm 4.1. Meta-Heuristics Programming

Step 1. Initialization.

Step 2. Apply TrialProgram procedure.

Step 3. Apply Enhancement procedure.

Step 4. Apply UpdateProgram procedure.

Step 5. Update Parameters.

Step 6. If Termination Conditions are satis-

fied, go to Step 8.

Step 7. If diverse solutions are needed, apply

Diversification procedure. Go to Step 2.

Step 8. Apply Refinement procedure.

Algorithm 4.1 can be implemented in different ways de-
pending on the type of the invoked meta-heuristics; point-
to-point or population-based.

As an example of point-to-point MHP, Tabu Program-
ming method was presented in [5] . In addition, here in this
paper we try to introduce Memetic Programming algorithm
(Section 5) in order to give a new example of population-
based MHP.

5. MEMETIC PROGRAMMING
In this section we will introduce Memetic Programming

(MP) as an example of population-based method of MHP.
Indeed, MP represents a modified version of GP by hybridize
it with our new local search strategy in Section 3. In addi-
tion, in the current version of MP, we will use multigenic
chromosomes instead of using individual genes as in the
standard GP algorithm. Adapting a chromosome to contain
more than one genes increases the probability of finding suit-
able solutions and enables the algorithm to deal with more
complex problems [1].

In fact, the idea of MP is similar to the idea of Memetic
Algorithms (MAs) [4], where the local search procedure (e.g.
Simulated Annealing) is added to GAs. In addition, the
individuals in MAs are represented by bit string vectors like
in GAs.

5.1 MP Algorithm
Since MP is a modified version of GP, the MP algorithm

(Algorithm 5.1) will be the GP algorithm with a new step
to perform local search for every new generation.

Algorithm 5.1. MP Algorithm

Step 1. Generate random population of “Pro-

grams”.

Step 2. Apply local search procedure (Procedure

5.2) for some promising programs.

Step 3. Evaluate the fitness.

Step 4. Select some parents depending on their

fitness.

Step 5. Modify the current population using Crossover

and Mutation.

Step 6. Apply local search procedure (Procedure

5.2) for some promising programs.

Step 7. If termination conditions are satisfied,

stop and return the best solution, else go to

Step 2.

The local search procedure that we will use here is shown
in Procedure 5.2. As we can see from Step 3 in this pro-
cedure, our local search will not affect the current program
unless a better program is found. This means, at least we
can keep the efficiency of GP algorithm.

Procedure 5.2. X̃ = LSP(X, m1, m2, maxnf)

Step 1. Set X̃ = X and nf = 0.
Step 2. While nf ≤ maxnf do

2.1 Let Y (i) = Shaking(X̃, i), i = 1, ..., m1.

2.2 Set Ỹ be the best of Y (i), i = 1, ..., m1.

2.3 If Ỹ is better than X̃, then set X̃ = Ỹ
and go to Step 2.1.

2.4 Set nf = nf + 1.

2.4 If nf > maxnf go to Step 3.

2.4 Select Grafting procedure or Pruning pro-
cedure randomly. Let P denote the se-
lected procedure.

2.5 Set U(i) = P(X̃, i), i = 1, ..., m2.

2.6 Let X̃ be the best of U(i), i = 1, ..., m2.

Step 3. Set X̃ to be the better of X and X̃.
Step 4. Return.

Here m1 and m2 are the numbers of trials and maxnf is
the allowed maximum number of failures. We will set m1 =
m2 = nTrials. In MP algorithm, a local search procedure is
applied to a portion of individuals, not all individuals as in
MAs, to reduce the amount of computations if the programs
are not improved by the local search procedure. We select
these individuals carefully from the promising programs in
the population using the same strategy of selection (roulette
wheel selection) in Step 4 in Algorithm 5.1.

5.2 Individuals Representation
The gene in MP is the smallest structure in the repre-

sentation of the “program”, where every gene consists of a
linear symbolic string composed of terminals and functions.
In addition, every gene contains two parts, head (functions
and terminals) and tail (terminals only).

The length of the gene depends on the length h of its head,
and the maximum number n of arguments of the function.
In addition, we compute the length of the tail by the formula
t = h(n− 1) + 1.

In MP, every“program”has a coding representation called
genome or chromosome [1], which is composed of one or more
genes. We link these genes in every chromosome by using a
suitable linking function depending on the problem itself.

5.3 Set of Parameters
From the previous subsections, we can list the set of pa-

rameters in MP algorithm as in the following:

• hLen: Head length for the elementary gene.
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x f(x)
2.81 95.2425
6 1554

7.043 2866.5486
8 4680
10 11110

11.38 18386.0341
12 22620
14 41370
15 54240
20 168420

Table 1: The dataset for SR Problem.

• nGenes: Number of genes in every chromosome.

• nPop: Population size.

• rLS: Ratio of individuals that will be updated using
local search procedure.

• nTrials: Number of trials.

• nGnrs: Maximum number of generations.

Suppose that nLS is the number of individuals updated by
the local search procedure, i.e., nLS=rLS*nPop. To control
the amount of computations during the local search proce-
dure, we set nLS*nTrials=nPop which implies nTrials=1/rLS.
Therefore, increasing nLS is equivalent to decreasing nTrials.

6. NUMERICAL EXPERIMENTS
In this section, we discuss the performance of the MP

algorithm through two types of benchmark problems; the
symbolic regression problem and the 6-bit multiplexer prob-
lem. Several preliminary experiments were carried out to
study the parameters behavior. Finally, we make some com-
parisons between the MP algorithm and two versions of GP
algorithm.

6.1 Symbolic Regression Problem (SRP)
The terminology symbolic regression represents the pro-

cess of fitting a measured data set by a suitable mathemati-
cal formula. Suppose that we are given a dataset {(xj , yj)}N

j=1,
thus we want to find a function g that fits those values with
a minimum error.

Consider the polynomial

f(x) = x4 + x3 + x2 + x.

The randomly chosen dataset from the real interval [0, 20]
for the polynomial f(x) is shown in Table 1. In addition, the
set of terminals will be {x}, the set of functions will be {+,
-, *, /} and the fitness function, which has been employed
in the literature [1], is:

F =

N∑
j=1

(100− |g(xj)− yj |). (4)

Clearly, maximizing the fitness function (4) is equivalent to
minimizing the error value, and Fmax = 100N .

Parameter Value
SRP 6BMP

hLen 3 3
nGenes 3 3
nPop 20 250
rLS % 100 50
nGnrs 50 200

Table 2: Standard values of the parameters.

6.2 6-Bit Multiplexer Problem (6BMP)
The input to the Boolean N -bit multiplexer function con-

sists of k “address” bits ai and 2k “data” bits di, and is a
string of length N = k+2k of the form ak−1, ..., a1, a0, d2k−1,
..., d1, d0. In addition, the value of the N -multiplexer func-
tion is the value (0 or 1) of the particular data bit that is
singled out by the k address bits of the multiplexer. There-
fore, the Boolean 6-bit multiplexer is a function of 6 activ-
ities; two activities a1, a0 determine the address, and four
activities d3, d2, d1, d0 determine the answer.

For 6BMP, the set of terminals will be
{a1, a0, d3, d2, d1, d0}, and the set of functions will be {IF},
where IF(x, y, z) returns y if x is true, and it returns z other-
wise. In addition, there are 26 = 64 possible combinations of
the 6 activities a1, a0, d3, d2, d1, d0 along with the associated
correct values of the 6-bit multiplexer function. Therefore,
we will use the entire set of 64 combinations of activities
as the fitness cases for evaluating the fitness [8]. The fit-
ness value in this case will be the number of fitness cases
where the Boolean value returned by the MP solution for a
given combination of arguments is the correct Boolean value.
Thus, the fitness value for this problem ranges between 0
and 64, where the fitness value of 64 means a 100%-correct
solution.

6.3 Parameters Setting
Here, we study the effect of the parameters on the behav-

ior of the MP algorithm and discuss how we can choose their
best values for each problem. For every parameter, we chose
several values, and for each value, we performed 50 runs for
SRP and 20 runs for 6BMP to compute the rate of success
(RoS). The other parameters are fixed at its standard values
given in Table 2.

The computational results are displayed in Table 3. As we
can see from this table, for SRP, the most effective parame-
ters are nGenes and nGnrs and the other parameters values
affect the success rate only slightly. On the other hand, for
6BMP, the results are sensitive to the changes of all param-
eters especially nGnrs and the success rate is significantly
affected by changing their values.

As a result, the most important parameters for the MP
algorithm are the number of genes (nGenes) and the number
of generations (nGnrs).

6.4 MP Algorithm vs GP Algorithm
In this subsection, we will compare the proposed MP al-

gorithm with two versions GP1 and GP2 of GP algorithm.
Here, GP1 represents the standard GP algorithm, where
each chromosome consists of only one gene. On the other
hand, in GP2 we use the multigenic strategy for GP algo-
rithm. In the comparison, the values of parameters are set
as in Table 4, and the results are shown in Figures 3–6.
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Par. SRP Par. 6BMP
value RoS % value RoS %

hLen
1 96 1 85
3 95 3 55
5 93 5 70
7 98 7 80
9 90 9 75

nGenes
1 60 1 50
3 94 3 70
5 90 5 55
7 74 7 75
9 68 9 70

nPop
10 90 50 15
30 92 150 45
50 92 250 70
70 96 350 90
90 96 450 100

rLS %
20 96 20 80
40 94 40 70
50 94 50 80
60 94 60 80
80 94 80 75
100 84 100 70

nGnrs
10 63 50 0
30 96 150 50
50 90 250 95
70 98 350 90
90 96 450 95
100 100 500 100

Table 3: RoS for different values of each parameter.

SRP 6BMP
MP GP1 GP2 MP GP1 GP2

hLen 3 1 3 3 1 3
nGenes 3 3 3 3 3 3
nPop 20 20 20 150 150 150
rLS % 50 - - 50 - -
nGnrs 30 30 30 300 300 300

Table 4: Standard values of the parameters.

Figure 3: Best Solution in the Best Run.

Figure 4: Average of all Best Solutions in all Runs.

Figure 5: Amount of the Computations.

Figure 6: Rate of Success.
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It is clear from the figures that the MP algorithm outper-
forms the GP algorithm, especially for the more complicated
6-bit multiplexer problem. It is clear from Figure 5 that MP
algorithm can get good and acceptable solutions in an early
stage of computations, compared with the two versions of
GP algorithm. At the same time, its rate of success is the
best one as shown in Figure 6. Of course, this will save a
lot of computations and consequently save a lot of time.

7. CONCLUSIONS
In this paper we have introduced new local searches over

tree spaces. Using these new local searches, various meta-
heuristics can be generalized to deal with tree data struc-
tures, which we call Meta-Heuristics Programming (MHP).

As a special case of MHP, we have proposed the Memetic
Programming (MP) algorithm as a modification to GP al-
gorithm. Finally, we have tested the performance of the MP
algorithm for two types of benchmark problems and made
some experiments to analyze the main components of MP
algorithm. From these numerical experiments, we may con-
clude that MP algorithm performs better than GP algorithm
at least for these test problems.
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