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Abstract. In this paper we show that the Mastermind Satisfiability bRrm (MSP) is NP-
complete. Mastermind is a popular game which can be turnéd @n logical puzzle called
the Mastermind Satisfiability Problem in a similar spirit tithe Minesweeper puzzle [5].
By proving that MSP is NP-complete, we reveal its intrinsiomputational property that
makes it challenging and interesting. This serves as antiaddio our knowledge about
a host of other puzzles, such as Minesweeper [5], Mah-Jorigg dnd the 15-puzzle [6].
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1 The Mastermind Game

The goal of Mastermind is for the player to deter- O®®®eeco
mine the colors of each peg in a sequence of concealed ®®® @ ccco
locations (the solution). We first formalize the rules of Y T ¥ XX}
Mastermind and then describe a variant called the Mas- COP® o000
termind Satisfiability Problem which will be shown to COP® eeec
be NP-complete.

Mastermind is normally played as a board game be- LT X X RXX Y]
tween two players. More recently, one-player computer OO0 0O|lcooco
versions of the game have been widely available on the OO0O0O0|cooo
web. One player chooses a sequence of colored pegs O000loooo
and conceals them behind a screen. The other player ;
makes a series of guesses and receives responses to each OOCOO0Owooo

guess as a rating of how close the guesses were to the
solution. A player typically takes advantage of the feed-
back for previous guesses in order to inform the next Figure 1. A configuration of Mastermind
guess, or determine the solution. with the key hidden in the top row.

Arating, or response, consists of the number of pegs
in the guess having theame color and positioas the
corresponding peg in the solution and the number of
pegs in the guess havitlge same color but a different  Clearly, two parameters determine a specific Mas-
positionfrom a peg in the solution. In most versions oftermind game. For the sake of formalization: one is
Mastermind, the former score is presented to the playéne numberx of colors, and the other is the length
as a row of black pegs (equal in number to the corredf the solution sequence. The number of guesses can
pegs in the guess) and the latter score as a row of whibe unbounded, although for each parameter @aif),
pegs. only a finite number of possible guesses exist without



repetition. We use an initial segment of natural numFor eachl < i < ¢, if z; = z; then#{i | z; =
bersN, :=[1,2,..., ] to represent the colors, and any;} + #{i | yv; = z;} < 2, which can be rewritten as
¢-tuple in N’ to represent a guess. #Hilwi =yt +#{i | yi =z} < 1+#{i | 2 = 2}

In order to formulate solutions to the MastermindIf z; # z;, then#{i | x; = y;.} + #{i |y = z:} < 1
game, we introduce a measure between two tuples tm matter which valug; assumes. This can again be
formalize the feedback information. rewritten as#{: | ; = vi} + #{t | yi = 2z} <

o ) 14+ #{i | z; = z;}. Summing up over all in the range
Definition 1.1 Letz,y € Nf. The Mastermind score [1, 4], the desired inequality follows.

between, y is defined as a pair of integers
(p2). Let[z], [y], [2] be elements ofN’], where] ]

plx,y) = (byw — D), stands for the projection of vectors M¢ as multisets
(e.0. [(1,3,3,1)] = {1,1,3,3}, and[(1,3,3,1)] =
where ((3,1,1,3)]). Thenpy([x], [y]) = #([2]—[y])+#([y]—
bim 400 |3 € Ny, 25 = i) [x]), the size of the symmetric difference of multisets.
’ b Li = Yi It is straightforward to check that the size of symmetric

wi= Y min(#{i € Ne |z =i} #{i € Nelvi = difference is indeed a distance measure. o
JEN - : .
Jih. The realization that the Mastermind score consists

of two independent distance measures provides a ba-

Here we use# A to denote the number of elements of &;g for computer implementation as a search problem in
setA, andz; for thei-th element of a tuple. high dimensional spaces.

If we think of z as a guess anglas the hidden solu-
tion, thenb captures the number of black pegs and b
captures the number of white pegs as a response. for
To see the latter, note that the value

1.1 The Mastermind Satisfiability Problem

A Mastermind variant is Static Mastermind [4], for
which the guesses are all given at once to receive a col-
min(#{i | 3i € Ny, a3 = j}, #{i | Ji € Ny, y; = j}) lective response. The player then tries to figure out the
solution. Goddard [3] placed an upper bound on the
represents the total number of matches for a selectetimber of guesses in order to deduct a solution.
color j betweenr andy, in spite of the positions of the We approach Mastermind as a decision problem:
pegs. Thus summing this value over all possible colomgiven a set of guessés C N’ and their corresponding
and subtracting the number of pegs with both correctcores, is there at least one valid solution? We refer to
color and position results in the number of pegs wittihis problem as the Mastermind Satisfiability Problem
correct color but wrong position. (MSP) and show that it is NP-complete with respect to
It is interesting to view the Mastermind score as theize/ (for k > 1).
residuals of two distance measures. One is similar tothe Here is a formal statement of MSP.
city-block distance, and the other is a distance based dnput: G, a subset ofV: and for eacly € G, a Mas-
the symmetric difference of multisets. termind scoréb,, wy).
Output: YES if there exists an elemeste N’ such

Proposition 1.1 For anyz,y € Ny definepy(2,y) ==  that for eachy € G, p(g,s) = (by, w,), and NO other-
¢ —bandps(z,y) == £ — w, where for the latter we ige.

regard each vector inVy; as an/-multiset for which Our main result of this section is the following.
repetition of elements is accounted for but not the or- _
der in which an element appears. Thenandp, are Theorem 1.1 MSP is NP-complete.

distances in their respective spaces. Proof. It is apparent that the validity of a solution

Proof.  In both cases only the triangular inequalityf_or an instance of MSP can be evaluated in polynomial

needs to be checked; the symmetry and zero laws djge, because checking a satisfying peg configuration is
trivial. as easy as matching the pegs against each guess.

(p1). Forz,y,z in N, the required triangular in- We show that MSP is NP-hard by reducing the NP-
equalityp: (z, 2) < p1(z,y) + p1(y, z) translates to the hard Vertex-Cover Problem (page 1006, [2]; alsp see
inequality [7]) toit. The Ver'Fex-Cove(rn) Problem s to determine

if there exists a size-subset of vertices of a graph such
#{j|3j € Ny, xj =y;} +#{k | Ik € Ny, yr, = 2} thateach edge borders at least one vertex in the selected

SEOA#{i ] i€ No, v = 2} subset.



We translate an instance of Vertex-Coler Prob- (Only if). SupposeW = {w;i,ws,...,w,} IS @
lem to an instance of MSP. Lét = (V, E) be a graph, sizen vertex-cover forG. Then the corresponding
andn > 1. For its corresponding MSP instance, seMSP solution can be given as
k= #V +#E +2andl = 3 + 2#V + #FE. The

idea is to encode each vertex and each edgg a6 a (Y)Y, Y;Y,...,Y;
distinct color, plus two control colors. The parameter Wi, W2,y Wh, Y, Y
¢ makes room for the first three positions for encoding €iyy Cinyr s Ciyy Yyoo oy V),

edges and the neft#V positions for vertex selection,

to make sure that there is no location overlap betweetiheree;; = (a,b) appears in this solution if and only
a vertex in the guess and a vertex in the solution. Thié {a,b} £ W, i.e.,e;; is an edge using precisely one
first #V positions can be considered as guesses, ai@rtex inW. Here we used semicolarto clearly indi-
the following#V positions are where the keys are lo-cate distinctregions: the first region with three positions
cated. The remainingtE positions are used to com- are reserved for edges, the next regiogaf positions

pensate for the edge guesses, for which a uniform sconée reserved for guesses, and##i€ positions after are
of (0,2) is given. For convenience, the colors are |awhere the selected edge set is located. We need to place

beled explicitly, as follows: precisely those edges with precisely one vertex in the
selected vertex set in the solution, and not let any edge
K ={vi,v2,v3...v4v,e1,€2,€3...e45,Y, N} with both vertices in the solution to appear, so that the

score(0, 2) for edges comes out right. The remaining

Y's are used as padding. With these in mind, it is quite

1. Thefirstguess willbéN, N, ..., N) with a score straightforward to check that the scores are correct for
of (0, 0) to prevent the control element from ap-  all the guesses described in (1) - (4) with respect to this

Define the set of guesses as follows:

pearing in the solution. specific Mastermind solution.
. . It is also clear that our reduction is polynomial in
2. The second guess will B&, Y, Y, N, ..., N) with input size poly O
a score 0f3, 0) to force the first three elements of '
the solution to be the control elemekt Next, ) )
create one row for each edge of the graph. 2 Uniqueness of Solution

3. For thei-th edge(a,b) in E, create the guess ] ) )
(ei,a,b, N, N, ..., N)with a score of0, 2). Note In logical puzzles, the most interesting cases are

that because of the previous item, the first three p(;hose cpnfiguratiops for which the _solution i§ “”ique-
sitions are cleared from being part of the solutiorPetermining MSP instances with unique solutions is no

and thus there is no correct position for this gues&N°re complex than finding the solutions in general, in
the sense that any algorithm for finding a Static Master-

4. Finally, create a guess mind solution can be turned into an algorithm to deter-
(YY,Y,v1,v2,03,...,v4v,N,N,...,N) mine if the solution is unique.
with a score of(3,n). Note that this score  Assume that we have an algorithm that finds a so-
accounts for the number of correct colors frém |ution s = (s1, 59, s3,...) for a Static Mastermind in-
but leaves their positions unspecified. stanceG. Add s as a guess and create an instance of

We show that the Vertex-Cover Probléi@, ) has Static Mastermindor each pair(b, w) # (£,0) as the

a solution if and only if the instance of MSP above hag®ore ofthe New guess. Then the splutsdn the orig-
a solution. inal input G is unique if and only if one of the new

(If). Suppose the MSP instance described abo\}gstances with scor@,w).;«é (¢,0) has asolution. The
has a solution. By constraint (1), cold¥ does not total number of score paits, w) other thar(¢, 0) is

appear in the solution. Hence, preciselyvertices , o—1

w1, ws, . .., w, from V appear as part of the solution, S -bi )= (S -b) o= t-(e+3)

as specified in constraint (4). We must now verify that Pt 2

for each edge itE/, at least one vertex i is adjacent

to it. Note that each edge has a corresponding guessBecause the number of times that the Static Mastermind
constraint (3). Since the solution must satisfy this conalgorithm must be run (on slightly modified instances)
straint, at least one vertex amongandb must be in is at most polynomial, verifying that a solution is unique
W to receive a scor€0,2). ThereforeW is a sizen  is no harder than finding the solution itself, assuming
vertex-cover foiG. that finding the solution itself was polynomial or harder.

b=0



References

(1]

(2]

Anne Condon, Joan Feigenbaum, Carsten Lund,
and Peter ShorRandom Debaters and the Hard-
ness of Approximating Stochastic FunctioS8$AM

J. Comput.26(2):369-400, 1997.

Thomas H. Cormen, Charles E. Leiserson, Ronald
L. Rivest, and CIiff Stein.Introduction to Algo-
rithms (Second Edition), MIT Press and McGraw-
Hill, 2001.

[3] Wayne Goddard.Static Mastermind J. Combin.

(4]

(5]

(6]

(7]

(8]

Math. Combin. Comput47:225-236, 2003.

Don Greenwell. Invitation to Master-
mind  Mathematical Association of America:
http://www.maa.org/editorial/knot/Mastermind.html,
December 1999.

Richard Kaye. Minesweeper is NP-complete
Mathematical Intelligencer22(2):9-15, 2000.

D Ratner and MK Warmuth.Finding a Shortest
Solution for the N x N Extension of the 15-PUZZLE
is Intractable J. Symbolic Compuyt10:111-137,
1990.

M Sipser.Introduction to the Theory of Computa-
tion, PWS Publishing Company, 1996.

L G Valiant and V V Vazirani. NP is as easy as
detecting unique solutiongn STOC '85: Proceed-
ings of the seventeenth annual ACM symposium on
Theory of computingpages 458-463, New York,
NY, USA, 1985. ACM Press.



