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a  b  s  t  r  a  c  t

We  propose  a stock  market  portfolio  recommender  system  based  on  association  rule  mining  (ARM)  that
analyzes  stock  data  and  suggests  a ranked  basket  of stocks.  The  objective  of  this  recommender  system  is
to  support  stock  market  traders,  individual  investors  and  fund  managers  in  their  decisions  by  suggesting
investment  in  a group  of  equity  stocks  when  strong  evidence  of  possible  profit  from  these  transactions
is  available.

Our system  is  different  compared  to existing  systems  because  it finds the  correlation  between  stocks
and recommends  a portfolio.  Existing  techniques  recommend  buying  or  selling  a  single  stock  and  do  not
recommend  a  portfolio.

We  have  used  the support  confidence  framework  for generating  association  rules.  The  use of  traditional
ARM  is  infeasible  because  the  number  of  association  rules  is exponential  and  finding  relevant  rules  from
this  set  is  difficult.  Therefore  ARM  techniques  have  been  augmented  with  domain  specific  techniques  like
formation  of thematical  sectors,  use of  cross-sector  and  intra-sector  rules  to overcome  the disadvantages
of traditional  ARM.

We  have  implemented  novel  methods  like using  fuzzy  logic  and  the concept  of  time  lags  to generate
datasets  from  actual  data  of  stock  prices.
Thorough experimentation  has been  performed  on  a  variety  of datasets  like  the  BSE-30  sensitive  Index,
the  S&P  CNX  Nifty  or NSE-50,  S&P  CNX-100  and  DOW-30  Industrial  Average.  We  have  compared  the
returns  of  our recommender  system  with  the  returns  obtained  from  the  top-5  mutual  funds  in  India.  The
results  of our  system  have  surpassed  the results  from  the  mutual  funds  for  all  the  datasets.

Our  approach  demonstrates  the application  of  soft  computing  techniques  like ARM  and  fuzzy  classifi-
cation  in the  design  of recommender  systems.
. Introduction

We  have generated a stock market recommender system based
n association rule mining (ARM) that recommends a portfolio
f stocks. The objective of this recommender system is to sup-
ort stock market traders, individual investors and fund managers

n their decisions by suggesting investment in a group of equity
tocks when strong evidence of possible profit from these trans-
ctions is available. Our system is different compared to existing
ystems because it finds the correlation between stocks and recom-
ends a portfolio. The existing techniques based on technical and
undamental analyses recommend buying or selling a single stock
ased on the price volume patterns on fundamentals of the stock.
hey do not recommend a portfolio. To the best of our knowledge,
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ours is the first attempt to use the technique of association rule
mining for creating a stock market portfolio recommender sys-
tem.

ARM has been used with great success in domains such as
market basket analysis. However, the use of traditional ARM is
infeasible for stock market predictions since the number of associa-
tion rules generated for the stock data is exponential to the number
of itemsets and finding relevant rules from this set is difficult. We
have developed an effective domain based pruning technique to
reduce the number of rules generated and also to retain their rele-
vance.

Any stock market can be divided into thematic sectors depend-
ing on the area of operation of the company to which the stock
belongs. The number of sectors depends on the number of stocks,
the type of the market and the diversification in the market. The
objective of this division is to generate meaningful rules between

the sectors and also within each sector. We  will call them the cross
sector and intra sector rules respectively. These rules are used for
the portfolio formation. The division into sectors helps to reduce
irrelevant rules.

dx.doi.org/10.1016/j.asoc.2012.09.012
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In this paper, we first propose a technique based on standard
RM for portfolio creation based on historical data of stock prices.
e also propose a technique for rebalancing the portfolio at regu-

ar intervals (e.g. after every year) using the cross sector and intra
ector rules obtained using ARM, if we observe that some stocks are
ot performing to their expectations. The results of the techniques
ere much better than the returns given by a few of the leading
utual funds.
This technique was then improved by preparing a fuzzy dataset

here the inclusion of stocks in the dataset from the historical data
as based on a membership function. We  used fuzzy ARM on this
ataset and obtained better results as compared to the earlier tech-
ique. After observing the historical data, we also came up with a
omain specific technique of time lagging to take into account the

mpact of slowly rising or falling stocks. The fuzzy ARM based tech-
ique for portfolio creation and rebalancing was further augmented
y using this technique of time lagging. The use of this augmented
echnique led to further improvement in the results obtained which
urpassed the results given by the leading mutual funds by a huge
argin.
Throughout the paper, we have explained the techniques and

ll the associated terms with a running example on the BSE-30
ataset. BSE-30 (also called the SENSEX), is a free-float market
apitalization-weighted stock market index of 30 well-established
nd financially sound companies listed on the Bombay Stock
xchange. The 30 component companies which are some of the
argest and most actively traded stocks are representative of various
ndustrial sectors of the Indian economy.

In order to demonstrate the wide applicability of our technique,
e have carried out extensive experimentation of our technique

n various datasets in addition to BSE-30. These include Indian
atasets of S&P CNX Nifty (which is a well diversified 50 stock

ndex accounting for 22 sectors) and S&P CNX 100 (which is a diver-
ified 100 stock index accounting for 38 sectors). We  have also
xperimented on DOW-30 Industrial Average, which is the second
ldest U.S. market index. The Dow Jones Industrial Average is a
rice-weighted average of 30 blue-chip stocks that are generally
he leaders in their industry. It has been a widely followed indica-
or of the US stock market since October 1, 1928. The results on all
he datasets have been excellent and are reported in the paper.

Our approach typically demonstrates the application of soft
omputing techniques like ARM and fuzzy classification in the
esign of an efficient recommender system.

The paper is organized as follows. Section 2 gives the back-
round of ARM describing in brief the generation of frequent
temsets and association rules using the support confidence frame-

ork. Section 3 describes in detail the creation of a portfolio and its
ebalancing. In the same section, we describe the technique using

 running example on the BSE-30 dataset. In Section 4, we  discuss
he fuzzy technique for portfolio generation. Section 5 introduces
he concept of time lagged datasets. Section 6 discusses the exper-
mentation and presents a detailed analysis of the results. Section

 discusses the existing methods for stock market prediction. We
onclude the paper with Section 8.

. Background of ARM

In the problem of ARM, let I = {i1, i2, . . .,  in} be a set of n items and
et D = {t1, t2, . . .,  tm} be the set of transactions called the database.
ach transaction in D has a unique transaction id and contains a
ubset of the items in I. A rule is defined as an implication of the

orm X ⇒ Y where X, Y ⊆ I and X ∩ Y = �. Here X and Y are called the
ntecedent and the consequent, respectively.

ARM deals with mining transactions from transactional
atabases. There are different popular measures of interestingness
 Soft Computing 13 (2013) 1055–1063

like support-confidence [22], collective strength [21], leverage [22],
conviction, lift [16], etc. We  have used the support-confidence
framework. In this framework we first mine the database for fre-
quent itemsets, which requires an efficient algorithm as generation
of frequent itemsets is the most computation intensive portion of
the mining process. Once the frequent itemsets from transactions
in a database D have been found by any frequent itemset min-
ing algorithm like Apriori, Dynamic Itemset Counting [16] etc., it
is possible to generate strong association rules from them (where
strong association rules satisfy both minimum support and mini-
mum  confidence). This can be done using the following equation
for confidence:

confidence (A → B) = P(B|A) = support count (A∪B)
support count (A)

The conditional probability is expressed in terms of itemset sup-
port count, where support count(A∪B) is the number of transactions
containing the itemsets A∪B, and support count(A) is the number
of transactions containing the itemset A. Based on this equation,
association rules can be generated as follows:

1. For each frequent itemset l, generate all nonempty subsets of l.
2. For every nonempty subset s of l, output the rule “s→ (l − s) ”

if support count(l)
support count(s) ≥ min  conf

where min conf is the minimum confidence threshold. As the rules
are generated from frequent itemsets, each one automatically sat-
isfies minimum support. So if we  say that the confidence of a rule
is 50% it means that for 50% of the transactions containing A and B
the rule is correct.

This measure of confidence is used as a parameter to rank rules
which are generated on the various datasets. There are many meas-
ures other than confidence [23] to measure the interestingness of
rules but for our system confidence seemed the most appropriate.

3. The basic technique

The transaction datasets on which ARM is applied is created in
the following manner. The daily closing prices of stocks are taken
into consideration. Each transaction consists of all those stocks
whose closing price on that day has shown a rise or fall of x% or
more from the previous day’s close. This threshold of x% is decided
based on the type of dataset and the fluctuations/volatility in the
market. For the BSE-30 dataset this value is taken as 2%. Since each
transaction corresponds to the number of stocks that have changed
by x% or more on that day, the number of transactions consists of the
number of days the stock market has been monitored. One dataset
is created for the cross sector data correlating different sectors and
intra sector datasets are created for each sector as well.

On these datasets, we  have obtained cross sector and intra sec-
tor rules using ARM. Cross sector rules are obtained by assigning
weights to each sector. The weight of a sector is the sum of the
weights of the individual stocks in that sector. To correlate two
sectors, we  normalize the sectors as follows. Suppose the weight
of a sector is w1% and of another is w2%, where w2 = 2w1. Then a
2% rise in the first sector will have a similar effect to a 1% rise in
the second sector. For a sector to form a part of a transaction in the
cross sector database, we normalize the rise or fall of that sector in
proportion to the weight of the highest weighted sector.

Running a frequent itemset generation algorithm on the cross
sector dataset gives frequent sectors as items whereas running the

algorithm on each sector gives stocks as items. Then we  generate
rules from these frequent items. Three types of rules are generated
– positively correlated rising, positively correlated falling and nega-
tively correlated rules. Positively correlated rising sectors or stocks
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re those which rise together, positively correlated falling sectors
r stocks are those which fall together and negatively correlated
ectors or stocks are such that if one falls the other rises.

We now discuss the method of creating the portfolio from the
ross and intra sector rules. The portfolio is created for a minimum
eriod called as the lock-in period, which is defined as the minimum
eriod before which an investor cannot liquidate or sell his portfolio
f stocks.

We have assumed that the minimum lock-in period for the port-
olio is one year for the BSE dataset. The data set is mined for rules
sing the support confidence framework. The rules are ranked by
onfidence. The method of creation of the portfolio is like this:

. Find frequent sectors by running any frequent itemset gener-
ation algorithm like Apriori/Dynamic Itemset Counting on the
cross sector file. The rules are generated from these frequent
sectors. Here we consider only the positively correlated rising
sectors. The antecedent as well as the consequent of the top-k
of these rules is taken. The value of k is decided according to the
number of antecedent and consequent sectors in the rule. For the
BSE dataset we have used k = 3.We also make a note of negatively
correlated sectors. These are then used for rebalancing.

. On the top-k sectors so found we run a frequent itemset gen-
eration algorithm again on the individual sector datasets. This
will generate the frequent stocks in the respective sectors. We
calculate the association rules on these frequent stocks and take
the top-k′ rules in each sector. For the BSE-30 dataset we con-
sider the value of k′ as 2. Here too we consider only the positively
correlated rising stocks. Negatively correlated stocks are noted
since they will be used for replacement when we  rebalance.

. Apart from cross and intra sector rules we  also have datasets
of all the items. These are required to find the relative order of
the stocks which are generated in the sector files above. Relative
ordering is required because investment in the portfolio is made
in the order in which stocks are recommended. Let us assume
that we have the following cross sector rule:

s1, s2 → s3

Then s1, s2 and s3 represent three sectors on which we  would
be running a frequent itemset generation algorithm for finding
frequent stocks. Now s1, s2 and s3 form a rule with the same
confidence. To find out the relative ordering of the stocks this
would be generated from each of these sectors we  need to go
back to the rules generated from the entire database where this
ordering would be clear. For investment with a limited amount
this order has a special significance as not all stocks would be
bought. Only the top few stocks would be bought. When the
amount is exhausted we stop.

. After generating the top-k′′ stocks we obtain the amount which is
available for Investment in the portfolio. In the Stock Exchange
a minimum quantity of stocks called the market lot has to be
bought. Initially, we buy the minimum market lot for all the top-
k′′ stocks if the investment amount permits. If it does not then
we buy the minimum market lot of the stocks which consumes
the investment. In case we have some amount left after buying
the minimum market lot we increase our investment from the
first stock of the top-k′′ stocks. Since investment is made in the

order in which the stocks are ordered, the order decided in step
3 is very important. But if the investment is open ended, i.e. if all
recommended stocks are invested in according to their market
lots, this order may  not be important.
 Soft Computing 13 (2013) 1055–1063 1057

3.1. Evaluating and rebalancing the portfolio

After creation of the portfolio the time for which investment
is made is decided. The time of investment taken is variable. Small
periods of investment are good for trading and frequent entries and
exits from the market do not yield very good returns for long term
investments. Therefore some reasonable period, for example one
year to two years is taken. This period can be easily extended but
a lesser period does not reflect the actual impact of market forces,
policies, corrective factors generated by intraday trading etc. on the
price of a stock.

If the period of investment is ‘n’ where ‘n’ is a multiple of 1 year,
then we  have evaluation ‘n − 1′ times after every year. Rebalanc-
ing is done if required. This is the process of replacing the badly
performing stocks. After experimentation we observed that rebal-
ancing done for periods less than a year was  counterproductive.

We discuss the method of evaluation and rebalancing in the
following steps:

1. Check for the rise/fall in the portfolio after 1 year if the invest-
ment is for more than a year.

2. Also check for the rise/fall of the individual stocks.
3. Check for the negatively performing stocks.
4. Generate new rules after addition of this one-year data. Identify

negatively correlated cross sector and intra sector rules corre-
sponding to the falling stocks.

5. For each falling stock check if most of the stocks in that sector
have fallen. If so we can conclude that the sector faces a slump
due to various external factors related to the nature of the sector.
In that case a negatively correlated sector has to be chosen from
the crosssector rules. On this sector, intra sector rules have to be
found for the top-k rules. Here k is not fixed because the stocks
obtained from the rules are compared for their price with the
stock to be replaced. We  replace the fallen stock with a stock
whose price is comparable with its fallen value. The value may
not match exactly so a proportional number of stocks for the
replaced stock are bought.

Step 5 is the portfolio rebalancing step. From our results on
various datasets the actual value with rebalancing was better
than one without rebalancing for most of the cases. Rebalancing
is done only if stocks have fallen. In cases where all stocks have
shown a rise, the composition of the portfolio is not altered.

At the end of the period of investment one can calculate
the returns. This is done by a simple measure called as return
on investment (ROI) which calculates the percentage change
(increase/decrease) in investment with respect to the initial
investment. To calculate ROI, the benefit (return) on an invest-
ment is divided by the cost of the investment; the result is
expressed as a percentage or a ratio.

6. The return on investment formula:

ROI = (value of investment after lockin period−cost of investment)
cost of investment

We  will define and use two more terms as performance metrics
in relation to the quality of recommendation of stocks in the
portfolio in terms of the profit namely precision and rebalancing
precision.

Precision = correctly recommended stocks
total recommended stocks

Rebalancing precision = correctly recommended stocks after rebalancing

total recomended stocks

Here correctly recommended stocks imply that the invested
stocks have risen during the period under consideration yielding
a profit without rebalancing.
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Table  1
Sectors with approximate weights in the SENSEX.

Sector no. Stocks in the sector Sector Approximate weights
as  per SENSEX

1. ACC, BHEL, DLF, Jaiprakash Ind, L&T, Tata Steel Cement, Engineering, Construction, Steel 14.68
2. ONGC, Reliance Oil 21.26
3.  Hindalco, NTPC, Rel.Infra, Sterlite, Tata Power Power, Metals 6.75
4.  Bharti Airtel, Infosys, Telecom, Computers 22.07

Rel.Comm, TCS, Wipro
5. Grasim, HDFC, HDFC Diversified, Finance, Banks 16.13
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Bank, ICICI Bank, SBI
6. Hero Honda, M&M,  Maruti Suzuki, Tata Motors 

7.  HUL, ITC, Sun Pharma 

In calculating rebalancing precision we find the stocks which
ave made a total profit after rebalancing taking into account the

nitial investment and the final price. The choice of a performance
easure depends upon the application domain. For recommenda-

ion tasks there are other measures such as accuracy and recall but
recision is perhaps the most significant here because higher qual-

ty recommendations are more important than recommending a
arge number of items.

.2. Portfolio formation on BSE-30

For the technique of portfolio formation, evaluation and rebal-
ncing described in Section 3.1,  we take a running example of the
SE-30 stocks [14]. For these stocks, we have formed seven sectors
epresenting stocks from different industries. Each of these stocks
as a certain weight in the SENSEX, leading to each sector having

 particular weight in the SENSEX. We  have formed the sectors as
hown in Table 1.

For these sectors we generate the cross sector and the intra
ector datasets. We  also generate a dataset of all the stocks. A
epresentative subset of the database of all stocks is shown in Fig. 1.

Fig. 1 shows stocks from the BSE-30 which have risen or fallen
y an amount of 2% or more. Stocks suffixed with “ˇ” indicatestocks
hich have fallen and those without have risen.

Steps of portfolio formation applied on BSE-30:

. Let us consider the rules generated on the cross sector file of the
BSE-30 dataset:

The top-3 positively correlated cross-sector rules are:

Telecom & Computers, Diversified, Finance&Banks → Auto conf
= 89.01%

Diversified, Finance&Banks → Auto conf = 88.90%

Power&Metals → Telecom&Computers conf = 86.97%

These three rules give the top four sectors as Power & Metals,
Telecom & Computers, Diversified, Finance & Banks, Auto. We
will consider these sectors for the formation of the portfolio from
the BSE-30 Index.

. The top-4 sectors obtained from the top-3 cross sector rules are
3, 4, 5 and 6.On each of these sectors we find intra-sector rules
between the different stocks.

Sector 3:

Hindalco, Rel.Infra → Tata Motors conf = 78.64%

Tata Motors, Hindalco → Rel. Infra conf = 78.31%Sector 4:
Infosys, Rel.Comm → Wipro conf = 80.45%

Infosys → Wipro conf = 78.75%
Auto 5.83
Personal Care, Cigarettes 7.05

Sector 5:

HDFC, HDFC Bank → ICICI Bank conf = 75.2%

HDFC Bank, ICICI Bank → SBI conf = 74.1%

Sector 6:

Hero Honda, M&M → Maruti Suzuki conf = 85.64%

Hero Honda, Tata Motors → M&M conf = 80.31%

Here from each of the sectors we  have taken the top-2 rules
ranked by their confidence.

3. From step 2 above, the intra sector rules between the stocks have
been generated. The method to order them as discussed in step
3 of Section 3.1 is shown on the dataset of BSE-30.

For example if we  have the top-3 rules in the cross-sector rules
as:

Telecom&Computers, Diversified, Finance&Banks → Auto conf
= 89.01%

Diversified, Finance&Banks → Auto conf = 88.90%

Power&Metals → Telecom&Computers conf = 86.97%

If we  take the first rule, the three sectors are taken on which
we  run a frequent itemset generation algorithm for generation
of intra-sector rules. But for ordering these rules we require the
rules from the entire database. The entire database does not
contain sectors.

So the relative order of the stocks belonging to the same rule
can be found out. After finding this relative order we order the
rules and then take the antecedent and consequent of the top 2
rules from each sector for generating the portfolio.

For our example, after ordering of the rules we have:

Infosys, Rel. Comm → Wipro

Infosys → Wipro

HDFC, HDFC Bank → ICICI Bank

HDFC Bank, ICICI Bank → SBI
Hero Honda, M&M → Maruti Suzuki
Hero Honda, Tata Motors → M&M

Hindalco, Rel. Infra → Tata Power

Tata Power, Hindalco → Rel. Infra
4. Therefore the order of stocks for investment is:
Infosys, Rel.Com, Wipro, HDFC, HDFC Bank, ICICI Bank, SBI,

Hero Honda, M&M,  Maruti Suzuki, Tata Motors, Hindalco,
Rel.Infra, Tata power
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Fig. 1. Data

The portfolio generated is as shown in Table 2.

.3. Evaluating and rebalancing the portfolio from BSE-30

We have taken the minimum lock-in period to be one year.
e evaluate the portfolio after one year. In the present example
e take the period of investment as two years. After a year we

ebalance the portfolio by replacing the stocks which have shown
egative growth by a method described below. We  have assumed
hat the investor is interested in long term investment and hence
ave chosen the period of two years with rebalancing after one
ear.

. In our example of the portfolio on BSE-30, two stocks have shown
negative growth namely Reliance Infra and Reliance Communi-
cations or Rel.Com.

. As stated in step 3, for our portfolio example, Rel.Infra and
Rel.Com have to be replaced. First we look for the rise/fall of
other stocks in the respective sectors. Rel.Infra belongs to the
Power & Metals sector. Since the stocks in this sector have not all
fallen there is no slump in the sector. Hence we try to find a nega-
tively correlated stock from the same sector. Hindalco is the only
negatively correlated stock with Rel.Infra but due to the price dif-
ference between the fallen price of Rel.Infra and the stock price of
Hindalco, we buy 528.58number of shares of Hindalco as shown
in Table 2.

. For Rel.Com from the Telecom & Computers sector, the sector has
not shown a slump as all other stocks from this sector have risen
positively. So intra-sector rules have to be applied to replace
it with a stock of the same sector. For our example Rel.Com is
negatively correlated to TCS. Hence with additional investment
Rel.Com is replaced by TCS.

. For our BSE-30 portfolio this value is:

ROI(without replacment) = (1,  673, 445 − 1, 135, 130)
1, 135, 130

= 47.42%
ROI(with replacement) = 1, 732, 459.82 − 1, 135, 130
1, 135, 130

= 52.60%

able 2
eturns generated on the portfolio on BSE-30 without and with rebalancing.

Stock Name (1/6/2010) Price on 1/6/2009 Value Price on 1/6/201

Infosys 1167.65 116,765 2625.25 

Rel.Com. 248.85 24,885 139.25 

Wipro  145.64 14,564 658.10 

HDFC 459.70 45,970 2705.90 

HDFC Bank 1433.00 143,300 1857.55 

ICICI Bank 723.20 72,320 838.35 

SBI 1879.80 187,980 2210.15 

Hero Honda 1366.69 136,669 1917.90 

M&M  355.23 35,523 563.90 

Maruti Suzuki 1040.30 104,030 1259.20 

Tata Motors 237.95 33,795 725.65 

Hindalco 87.75 8775 146.11 

Rel.Infra 1300.84 130,084 1042.90 

Hindalco 528.58 *146.11 197.30 × 528.58
Tata Power 804.70 80,470 1259.75 

otal value (1/6/2009) 1,135,130.00, total value (1/6/2011) (without rebalancing), 1,673,4
ncing) 47.42%, ROI (with rebalancing) 52.6%, annualized ROI (w/o rebalancing) 21.24%, ann
el.Infra by 528.58 × Hindalco Rel.Com by18.84 × TCS.
 all stocks.

These are the compounded returns for a period of two  years.
We annualize this return.

The annualized returns work out to 21.24% and 23.69% respec-
tively.

5. For the portfolio the values of precision and rebalancingprecision
are:

Precision = correctly recommended stocks
total recommended stocks

= 12
14

= 85.71%

Rebalancing precision = 14
14

= 100.00%

For our example out of the 14 stocks in the portfolio 12 were
correctly recommended, 2 were rebalanced and after rebalancing
all 14 showed positive results.

We observe that rebalancing precision has been excellent for
the portfolio on BSE-30.

4. The fuzzy technique for portfolio creation

The datasets created earlier involved crisp boundaries wherein
a stock was  included in the dataset only if it rose or fell by a fixed
threshold, for example 2% for the BSE-30 dataset.

The results from this dataset were very good but we realized
that they could be still better if we do not have crisp boundaries for
inclusion of a stock in a dataset.

In the earlier creation of the datasets a crisp boundary dictated
the inclusion of an item in a transaction, i.e. if a stock rose or fell
by a particular amount it qualified to be included as an item in a
transaction. But in the fuzzy database each item consists of a stock
with its membership value. The membership value lies between 0
and 1. A stock is included as an item if it has risen or fallen by a value
between a range of values. So an item in a fuzzy database is of the

form N, M , where N is the stock and M is its membership func-
tion. This function eliminates the possibility of rejection of an item
if its rise or fall falls on the crisp boundary. There are various cate-
gories of membership functions. We  have used the following fuzzy

0 Price on 1/6/2011 Rebalancing

2812.00
93.70(w/o) (1170.70 × 18.84 with) TCS (738.80) × 18.84
448.10
688.20
2389.30
1085.05
2329.65
1861.25
675.65
1248.90
1079.45
197.30

579.60 (w/o)
 (with)

1246.30

45.00, total value (1/6/2011) (with rebalancing) 1,732,459.82, ROI (without rebal-
ualized ROI (with rebalancing) 23.69%, stocks replaced by rebalancing on 1/6/2010:
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Fig. 2. Comparison of the standard

embership function for inclusion in the transaction database we
onsidered earlier:

M = 1.0 for rise/fall ≥ 2%

= 0.8 for 1.8 ≤ rise/fall < 2%

= 0.6 for 1.6 ≤ rise/fall < 1.8%

= 0.5 for 1.4 ≤ rise/fall < 1.6%

= 0.2 for 1.2 ≤ rise/fall < 1.4%

= 0.1 for 1.0 ≤ rise/fall < 1.2%

= 0.0 for rise/fall < 1.0

This fuzzy function is dependent on the dataset. It can be mod-
fied by the user.

In the above fuzzy membership function a rise or fall below 1% is
ot included in the dataset. The values in this fuzzy function can be
hanged depending upon the characteristics of the database. Con-
rary to this, the standard dataset will consist of only those stocks
hose membership function is 1.

The effect of fuzzifying the crisp function can be seen in the
esults obtained from fuzzy portfolios. We  compare the effect of
he fuzzy function on inclusion of items in Fig. 2. For the sake of
onvenience we include ids instead of stock names in the transac-
ions and the corresponding stock names are given in the adjoining
able in Fig. 2.

Note the non-inclusion of 1, 3ˇ, 22  ̌ in the first transaction of the
tandard dataset and of 3, 15, 19, 22, 23, 25, 7ˇ, 16  ̌ in the second
ransaction.

.1. Support calculation of itemsets in a fuzzy database

The support for a 1-itemset is simply the sum of the membership
egree values divided by the number of records in the database. The
upport for an n-itemset, for each record containing the itemset, is
he sum of the products of the membership degree values in each
ecord. Thus for example if we have database records of the form:

c, 1.0〉

a, 0.5〉〈b, 0.5〉

a, 0.5〉〈b, 0.5〉〈a, 0.5〉〈c, 0.5〉
The calculated support values will be:

a} = 0.375
c} = 0.375

a c} = 0.0625

able 3
eturns generated on the fuzzy portfolio with and without rebalancing.

ROI (without rebalancing) 65.24%
ROI  (with rebalancing) 67.88% 

Precision 78.57% 
uzzy database for the same period.

{b} = 0.25

{a b} = 0.125

The portfolio formation steps as discussed for the standard
dataset are similar for the fuzzy dataset hence we  directly discuss
the returns from the fuzzy portfolio in Table 3.

The stocks in the fuzzy portfolio for BSE-30 were Hindalco, NTPC,
Tata Power, Bharti Airtel, Infosys, Rel.Com, Wipro, Hero Honda,
Maruti Suzuki, M&M,  Tata Motors, HUL, ITC and Cipla. Here the
rebalancing is done on three stocks namely NTPC, Bharti Airtel and
Rel.Com. For NTPC cross sector replacement is done whereas for
Bharti Airtel and Rel.Com intra sector replacement is done. The pre-
cision is 78.57%and the rebalancing precision is 100%. The overall
returns as compared to standard datasets have improved phenom-
enally.

5. Time-lagged datasets

The fuzzy datasets were an improvement over the standard
datasets in terms of inclusion of relevant stocks and also in the
results.

There may  be some fundamentally, steadily rising stocks or
some stocks whose fall is gradual. This may  not be captured by
data obtained on a day-to-day basis and also the fuzzy dataset.

Hence we  have defined time lagged datasets. We  define a lag
as that time after which we calculate the percentage of rise or fall
for a particular stock. This time can be the number of trading days,
weeks or months. For our example on BSE-30 we represent lag as
the number of trading days. Thus a lag dataset is one where prices
are observed at intervals. That is a lag = 1 dataset will mean prices
are observed every day, lag = 2 dataset implies prices are monitored
with a lag of 2 days, i.e. on the 1–3–5–7, etc. days. Likewise, we
have generated datasets till lag = 7. There are certainpatterns which
may  not be detected in transactions created on the basis of closing
prices of each consecutive day. These patterns are such that they are
observed after a particular time lag. For example a steadily rising
stock may  rise 0.1–0.5% everyday and may  show an increase of
1% after three days. Hence if we calculate the percentage rise on
every fourth day or after lag = 3, this stock will be included in the
dataset. Since fuzzy datasets capture rises/falls between 1% and 2%
and above this stock would not be present in the fuzzy dataset, too.

Timelagging can be obtained on standard datasets as well as
on fuzzy datasets. Since the fuzzy technique was an improvement

over the standard technique we  apply time lagging over the fuzzy
dataset.

The effects of observing these time lags are evident from the
returns obtained from the portfolios.

Annualized ROI (w/o rebalancing) 28.45%
Annualized ROI (with rebalancing) 29.61%
Rebalancing precision 100%
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Table  4
Returns on BSE-30on the standard and fuzzy time-lagged portfolios without and with rebalancing.

S. No. Value of lag % ROI (2 years) without rebalancing % ROI (2 years) with rebalancing

Standard datasets Fuzzy datasets Standard datasets Fuzzy datasets

1. Lag = 1 47.42 65.24 52.60 67.88
2.  Lag = 2 43.90 56.84 50.00 61.33
3.  Lag = 3 21.00 20.64 25.00 25.64
4. Lag = 4 45.60 21.00 21.00 25.00
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5.  Lag = 5 44.46 

6. Lag = 6 35.60 

7.  Lag = 7 27.38 

.1. Fuzzy time lagged datasets

These are fuzzy datasets observed after a time lag. The creation
f these datasets is similar to fuzzy datasets combined with time-
agged datasets.

From the time-lagged datasets, only one value may  show excel-
ent returns compared to the other lag values. This value is useful
nly if it surpasses the returns from the lag = 1 dataset. We  have
aken lag values from 1 to 7 for different datasets but we  have gen-
rally observed that lag = 5 has given us very good results. This lag
orresponds to all changes occurring after a week. We  show the
ffect of time lagging on the returns in both the standard and fuzzy
atasets in Table 4 for BSE-30. We  would like to state that out of
he various datasets that we experimented, time lagging till lag = 7
as observed.

From Table 4 we observe that in the results, the technique of
nding timelagged fuzzy portfolios yielded maximum returns for

ag = 5. We  narrowed down on fuzzy timelagged portfolio manage-
ent for our recommender system.

. Analysis of results

The portfolio management recommender system discussed in
he earlier sections is independent of the number of stocks or sec-
ors of investment. In other words it is independent of data.

For analysis of the recommender system we  have chosen the
ollowing broad based indices:

The BSE SENSEX, The S&P CNX Nifty or NSE-50, S&P CNX 100
nd DOW-30 Industrial Average.

In Sections 3.2 and 3.3, we have shown portfolio recommen-
ations for portfolios derived from the BSE-30 stocks for different
eriods of time and for different datasets.
We have divided each of the stocks in the indices into sectors
nd followed the same procedure for portfolio recommendation.
e discuss the returns of our system on the indices of the Indian

tock market in Table 5.

able 5
erformance of top-5 mutual funds in India vs. Returns on our system.

Funds performance (1 year) 

Fund Name % 

Reliance gold savings fund – growth 34.97 

ICICI  prudential FMCG fund growth 32.06 

UTI  MNC  fund – growth 18.42 

UTI  transportation & logistic fund growth 16.78 

Canara Robeco Indigo – growth 16.3 

Funds  performance (10 years annualized) Name of

Fund name %

Reliance growth fund – growth 33.19 BSE-30 

Reliance vision fund – growth 29.21 NSE-50 

HDFC top 200 fund – growth 28.14
HDFC equity fund – growth 27.71 CNX-100
HDFC long term advantage fund growth 27.29
18 52.20 83.37
60 20.80 21.00
60 26.00 22.00

Since growth mutual funds [20] can be compared our portfolio
recommender system portfolios we  compare the returns from the
top-5 mutual funds in India to those obtained by our system on
various indices.

In Table 5 we  observe that on NSE-50 and CNX-100 the results
have been extremely good. We  also see that the system performs
well irrespective of data. The results on BSE-30 have also been
very encouraging as they have surpassed the results from the top-5
mutual funds.

We discuss the results from NSE-50 which were phenomenal.
There was  no need to rebalance as all stocks had shown a rise and
there was  no need for replacement. So the precision was 100%.

We discuss the sectorization of DOW-30 in Table 6.
We would like to state here that when we compared the US

markets to the Indian markets the fluctuations or the volatility in
the Indian markets is much more. We  had formed the fuzzy dataset
with a modified fuzzy membership function ranging from 0.5 to 1.5
(Table 6).

For the portfolio on DOW-30 the precision was 100% and there
was no need for rebalancing. We  see that though the index DOW-30
fell by 6.26% during that period, the returns on our portfolio were
19.62% (Tables 7 and 8).

7. Related work

7.1. Existing methods for stock market prediction

A lot of techniques are existent for individual stock prediction.
Traditional techniques such as fundamental and technical analysis
provide investors with some tools for managing their stocks and
predicting their prices. Technical analysis deals with price volume
patterns for individual stocks. Fundamental analysis is a method

where the stock is studied for its fundamentals such as EPS, P/E,
P/S, D/E, DIVIDEND YIELD, PRICE/BOOK VALUE, DIVIDEND PAYOUT
RATIO, CURRENT RATIO, etc. This is again a method where an indi-
vidual stock which is chosen and found to be undervalued based on

Funds performance (5 year annualized)

Fund name %

Reliance gold savings fund – Growth 21.55
Reliance Banking Fund Growth plan Bonus 20.49
Reliance Banking Fund – Growth 20.49
IDFC Premier Equity Find Plan A - Growth 18.63
UTI Opportunities Fund Growth 15.64

 index Period of investment Returns annualized

1/6/2009 to 1/6/2011 35.27%
1/1/2003 to 1/1/2004 121.6%

 1/6/2006 to 1/6/2007 41.77%
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Table  6
Portfolio formation on NSE-50.

Stock name Price on 1/1/2003 Value Price on 1/1/2004 Value

ACC 164.35 16,435.00 258.50 25,850.00
Grasim 246.80 24,680.00 801.30 80,130.00
BPCL 224.50 22,450.00 459.85 45,985.00
GAIL  47.19 4719.00 198.49 17,849.00
Bharti Airtel 11.32 1132.00 55.53 5553.00
Siemens 30.81 3081.00 106.07 10,607.00
Wipro 165.88 16,588.00 175.91 17,591.00
ICICI  Bank 140.40 14,040.00 302.75 30,275.00
SBI 268.33 26,833.00 532.46 53,246.00
Hero  Honda 261.60 26,160.00 458.90 45,890.00
M&M 28.29 2829.00 98.40 9840.00
Tata  Motors 162.55 16,255.00 454.45 45,445.00

Total investment (1.1.2003) 175,202.00, value of investment (1.1.2004) 388,261.00, return on investment 121.6%.

Table  7
Formation of sectors for DOW-30.

Sector No. Stock in sector Sector App. wt. as
per Index

1. Caterpillar, Alcoa, Boeing Construction & Mining, Metals, Defense, Aerospace 11.70
2. Exxon Mobil, Dupont, Chevron Corp. Oil & Gas, Chemicals 14.47
3.  3M,  General Electric, United Tech. Corp. Conglomerate 11.12
4. Cisco Systems, Verizon, Comm., IBM, AT & T, Hewlett Packard, Microsoft, Intel Telecom, Computers 21.62
5.  Travelers, JP Morgan Chase, Bank of America, American Express Finance, Banks, Insurance 9.33
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6.  Walt Disney, Wal-Mart, The Home 

Depot, Proctor & Gamble
7.  Pfizer, Merck, McDonalds, Kraft, Foods, Coca Cola, Johnson & John

hese ratios. Both these analyses deal with individual stocks. Stocks
n relation to each other give an insight into the interrelationships
hat exist between them.

Apart from these techniques, there are many other analysis tech-
iques for stock market prediction. [10] deals with the application
f artificial neural networks in stock market prediction. It uses the
ack propagation neural network (BPNN) algorithm to predit the
tock Exchange of Thailand (SET) index. [9] introduces an infor-
ation gain technique used in machine learning for data mining

o evaluate the predictive relationships of numerous financial and
conomic variables. Neural network models for level estimation
nd classification are then examined for their ability to provide an
ffective forecast of future values. Their results show that the trad-
ng strategies guided by the classification models generate higher
isk-adjusted profits than the buy-and-hold strategy, as well as
hose guided by the level-estimation based forecasts of the neu-
al networks and linear regression models. [2] discusses a genetic
lgorithm optimized decision tree – SVM based hybrid stock
arket trend prediction system. It compares this hybrid sys-
em with ANNs and the naive Bayes theorem. [7] presents the
esign and performance evaluation of a hybrid decision tree-
ough set based system for predicting the next days trend in
he Bombay Stock Exchange. [4] And uses the hidden Markov

able 8
ortfolio formation on DOW-30.

Stock Price on 2.1.2000 

Chevron 83.62 

Exxon. 78.31 

3M  94.37 

United Technologies 62.50 

Pfizer 31.87 

Merck 67.60 

Johnson& Johnson 92.19 

Total  Investment (2.1.2000) 51,046.00
Value of Investment (2.1.2001)
Returns on Investment 19.62%
Value of DOW
Percentage change in DOW −6.26%
Consumer Goods, Broadcasting & 12.47
Entertainment
Retail, Pharma, Food, Beverages 19.29

models for prediction. [13] investigates the possibility of discrete
stock price prediction using a synthesis of linguistic, finan-
cial and statistical techniques to create the Arizona Financial
Text System (AZFinText). [15] And uses temporal data min-
ing to generate association rules. It uses event sequences, time
series analysis and sequential mining for stock market predic-
tion.

In [11] a Hierarchical agglomerative and Recursive K-means
clustering method is used to predict the short-term stock price
movements after the release of the financial reports. The method
consists of three phases. First, each financial report is converted
into a feature vector and hierarchical agglomerative clustering
method is used to divide the converted feature vectors into clus-
ters. Second, the K-means clustering method is used to partition
each cluster into sub-clusters so that most feature vectors in each
sub cluster belong to the same class. Then, for each sub-cluster,
its centroid is chosen as the representative feature vector. Finally,
the representative feature vector is used to predict the stock price
movements.
Web  based approaches are discussed in [5,6]. Ref. [5] discusses
the social web  mining approach whereas [6] introduces a method of
stock market prediction based on sentiments of web users. It scans
for financial message boards and extracts sentiments expressed by

Value Price on 2.1.2001 Value

8362.00 85.94 8594.00
7831.00 89.12 8912.00
9437.00 119.19 11,919.00
6250.00 75.25 7525.00
3187.00 46.13 4613.00
6760.00 93.00 9300.00
9219.00 102.00 0200.00

1,371,362.00

11,357.51 10,646.15
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of  Computer Science and Engineering at Visvesvaraya National Institute of Tech-
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ndividual authors. The system then learns the correlation between
he sentiments and the stock values.

. Conclusions

In this paper, we have shown how association rule mining
ith a support confidence framework can be used to build a stock
arket portfolio recommender system. Our approach demon-

trates the application of soft computing techniques like ARM and
uzzy classification in the design of an efficient recommender sys-
em. The results of this system on various datasets like BSE-30,
&P CNX-100, CNX-50 or NSE-50 and DOW-30 and for different
ime periods have been extremely good and have surpassed the
eturns generated by top mutual funds. This demonstrates that
he proposed technique is generic enough to be applied on any
ataset.

The stock market recommender system proposed by us can be
xtended for use in intraday trading using stream mining. It needs
o be explored whether various parameters of the technique like
he support, the confidence, the threshold for inclusion of stocks
n the datasets and the threshold for the fuzzy function could be
ecided at runtime using the characteristics of the datasets.
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