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Two space efficient algorithms to solve the LC Sk problem and LC S≥k problem are 
presented in this paper. The algorithms improve the time and space complexities of the 
algorithms of Benson et al. [4]. The space cost of the first algorithm to solve the LC Sk
problem is reduced from O (n2) to O (kn), if the size of the two input sequences are both n. 
The time and space costs of the second algorithm to solve the LC S≥k problem are both 
improved. The time cost is reduced from O (kn2) to O (n2), and the space cost is reduced 
from O (n2) to O (kn). In the case of k = O (1), the two algorithms are both linear space 
algorithms.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

The longest common subsequence (LCS) problem is a classic problem in computer science [8,17]. Given two sequences 
A and B , the longest common subsequence (LCS) problem is to find a subsequence of A and B whose length is the longest 
among all common subsequences of the two given sequences. The problem has numerous applications in many appar-
ently unrelated fields ranging from file comparison, pattern matching and computational biology [11]. The LCS problem has 
many variants, such as LCS alignment [13–15], constrained LCS [2,5,16,18,19], weighted LCS [1], restricted LCS [7] and LCS 
approximation [12].

In past years, many related sequence similarity problems, often motivated by computational biology, have also been stud-
ied. One of them, proposed very recently by Benson et al. [3,4], is the longest common subsequence in k-length substrings 
problem, in which the common subsequence is required to consist of k or at least k length substrings.

The LC Sk problem can be characterized as follows.

Definition 1. Given two sequences A = a1a2 · · ·an and B = b1b2 · · ·bm , and an integer k, the LC Sk problem is to find the max-
imal length l such that there are l substrings, ai1 · · ·ai1+k−1, · · · , ail · · ·ail+k−1, identical to b j1 · · ·b j1+k−1, · · · , b jl · · ·b jl+k−1
where {ait } and {b jt } are in increasing order for 1 ≤ t ≤ l and any two k-length substrings in the same sequence, do not 
overlap.
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A similar problem is the LCS at least k problem (LC S≥k). In this problem, the demand of matching substrings of length 
exactly k is relaxed to the length of the matched substrings to be at least k. The length of the common substrings is further 
limited by 2k − 1 since a longer common substring contains two substrings each of length k or more.

The LC S≥k problem can be defined as follows.

Definition 2. Given two sequences A = a1a2 · · ·an and B = b1b2 · · ·bm , and an integer k, the LC S≥k problem is to find 
substrings with maximal total length such that aip · · ·aip+k+t is identical to b jp · · ·b jp+k+t for −1 ≤ t ≤ k − 2 where {ait }
and {b jt } are in increasing order for 1 ≤ t ≤ l and any two substrings in the same sequence, do not overlap.

In the case of n = m, Benson et al. [3] presented a dynamic programming algorithm to solve the LC Sk problem using 
O (kn2) time and O (n2) space. In the case of k = O (1), the time complexity of the algorithm becomes O (n2). For unbounded 
k, the time complexity was further improved from O (kn2) to O (n2) [4,6]. If only the length of LC Sk has to be computed, 
the space cost of their algorithm can be reduced to O (kn), but if an LC Sk has to be constructed, the whole table is needed 
in their algorithm, implying O (n2) space requirement. Applying the sparse dynamic programming paradigm of Hunt and 
Szymanski [10], Deorowicz et al. [6] presented an O (n + r log l) time and O (r) space algorithm, where r is the number 
of matches, l ≤ n/k is the solution length. If the number of matches in the dynamic programming matrix is large, an 
O (n2/k + n(k log n)2/3) and O (nl) space algorithm was also presented in [6] by using the observation that matches forming 
a longest common subsequence must be separated with gaps of size at least k. Its variant based on the van Emde Boas tree 
was also briefly discussed. Finally, a tabulation-based algorithm was presented, using O (n2/ log n) time and O (n2/ log n)

space.
For the LC S≥k problem, Benson et al. [4] presented a first dynamic programming algorithm to solve the problem using 

O (kn2) time and O (n2) space. If only the length of LC S≥k has to be computed, the space cost of their algorithm can be 
reduced to O (kn), but if an LC S≥k has to be constructed, their algorithm requires O (n2) space.

Very recently, Ueki et al. presented a similar dynamic programming algorithm to solve the problem [16]. The algorithm 
was described very concisely in their paper since the main topic in their paper is to find the LCS in at least k length 
order-isomorphic substrings problem. Their algorithm composes of two parts. In the first part, the longest common suffix 
problem for the same input strings is solved. Then, in the second part of the algorithm, a dynamic programming formula 
can be established by utilizing the solution array L obtained in the first part. If the sizes of the two input strings are m and 
n respectively, their algorithm requires O (mn) time and O (mn) space since three tables of size (m + 1)(n + 1) are used. If 
only the length of an LC S≥k is required, the space complexity can be easily reduced to O (kn). The algorithm presented in 
this paper for the same problem requires also O (mn) time, but uses only O (kn) space.

In this paper, we focus on the space efficient algorithms to solve the LC Sk problem and LC S≥k problem. We present two 
new algorithms to solve the problems. The first algorithm is a dynamic programming algorithm to solve the LC Sk problem, 
using O (mn) time and O (kn) space, if the sizes of the input sequences are n and m respectively. In the case of k = O (1), 
the algorithm is a linear space algorithm.

The second algorithm is an improved algorithm of Benson et al. to solve the LC S≥k problem. The time complexity is 
reduced from O (kmn) to O (mn), and the space complexity is reduced from O (mn) to O (kn). In the case of k = O (1), the 
algorithm is also a linear space algorithm.

The organization of the paper is as follows.
In the following 3 sections, we describe our improved algorithms of Benson et al to solve the LC Sk and LC S≥k problems.
In Section 2, we present an O (kn) space algorithm for solving the LC Sk problem. In Section 3, the time and space costs 

of the algorithm of Benson et al to solve the LC S≥k problem are reduced to O (mn) and O (kn). Some concluding remarks 
are placed in Section 4.

2. An O (kn) space algorithm for solving the LC Sk problem

2.1. The description of the algorithm

As stated in [8], LC Sk can be solved by using a dynamic programming algorithm. Let d(i, j) denote the length of the 
longest match between the prefixes of A[1 : i] = a1a2 · · ·ai and B[1 : j] = b1b2 · · ·b j . Then, d(i, j) can be computed recur-
sively as follows.

d(i, j) =
{

1 + d(i − 1, j − 1) if ai = b j,

0 otherwise
(1)

Let f (i, j) denote the number of k matchings in the longest common subsequence, consisting of k matchings in the 
prefixes A[1 : i] and B[1 : j]. Then, f (i, j) can be computed recursively as follows.

f (i, j) = max

⎧⎪⎨
⎪⎩

f (i − 1, j)

f (i, j − 1)

f (i − k, j − k) + δ(d(i, j))

(2)
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Where, δ is a simple piecewise linear function defined by:

δ(i) =
{

1 if i ≥ k,

0 otherwise
(3)

Based on the formula (2), the table f (i, j) for the given input sequences A = a1a2 · · ·an and B = b1b2 · · ·bm of size n and 
m respectively, can be computed in O (mn) time and O (mn) space by a standard dynamic programming algorithm.

Algorithm 1: LC Sk.

Input: A, B
Output: f (i, j), the number of k matchings in the longest common subsequence of A and B

1 for i=1 to n do
2 for j=1 to m do
3 if ai = b j then d(i, j) ← 1 + d(i − 1, j − 1);
4 f (i, j) ← max{ f (i − 1, j), f (i, j − 1), f (i − k, j − k) + δ(d(i, j))};
5 end
6 end
7 return f (n, m)

It is clear that the time and space complexities of the algorithm are both O (mn).
When computing a particular row of the dynamic programming table, no rows before the previous k rows are required. 

Thus only k + 1 rows have to be kept in memory at a time. Without loss of generality, we can assume m = O (n) in the 
following discussion. Thus, we need only (k + 1)m = O (kn) entries to compute the table.

If a longest common subsequence in k-length substrings has to be constructed, not just its length, then the information 
provided by the (k + 1)m entries is not enough for this purpose. The O (kn) space algorithm proposed in this section is 
also based on Hirschberg’s divide-and-conquer method of solving the LCS problem in linear space [9]. In order to use the 
divide-and-conquer method, we need to extend the definition of LC Sk to a more general definition as follows.

Definition 3. For the two substrings A[i0 : i1] = ai0 ai0+1 · · ·ai1 and B[ j0 : j1] = b j0 b j0+1 · · ·b j1 , 1 ≤ i0 ≤ i1 ≤ n, 1 ≤ j0 ≤
j1 ≤ m, the set of all LC Sks of A[i0 : i1] and B[ j0 : j1] is denoted by LC Sk(i0, i1, j0, j1). The length of an LC Sk in 
LC Sk(i0, i1, j0, j1) is denoted by f (i0, i1, j0, j1).

Similarly, the set of all LC Sks of the two reversed substrings A[i0 : i1] = ai1 ai1−1 · · ·ai0 and B[ j0 : j1] = b j1 b j1−1 · · ·b j0 is 
denoted by LC SkR(i0, i1, j0, j1). The length of an LC Sk in LC SkR(i0, i1, j0, j1) is denoted by g(i0, i1, j0, j1).

In the special case of i0 = 1 and j0 = 1, f (1, i, 1, j) is abbreviated to f (i, j) for 1 ≤ i ≤ n, 1 ≤ j ≤ m. Similarly, in the 
special case of i1 = n and j1 = m, g(i, n, j, m) is abbreviated to g(i, j) for 1 ≤ i ≤ n, 1 ≤ j ≤ m. It is clear that in the special 
case of i0 = 1, i1 = n and j0 = 1, j1 = m, we have f (n, m) = g(1, 1).

The following algorithm ξ(i0, i1, j0, j1, L) uses an array L[0 : k][1 : m] to store the (k + 1)m entries required to compute 
the current table. The row i (1 ≤ i ≤ n) of f is mapped to the row λ(i) (1 ≤ λ(i) ≤ k) of L, where λ(i) is defined as

λ(i) = (i − 1) mod k + 1. (4)

A space efficient algorithm ξ(i0, i1, j0, j1, L) to solve the LC Sk problem for the input sequences A[i0 : i1] and B[ j0 : j1]
can be described as follows.

Algorithm 2: ξ(i0, i1, j0, j1, L).

Input: A[i0 : i1] = ai0 ai0+1 · · ·ai1 ; B[ j0 : j1] = b j0 b j0+1 · · ·b j1

Output: L, the map of f (i, j)
1 for i = i0 to i1 do
2 for j = j0 to j1 do
3 L(λ(i − 1), j) ← L(0, j);
4 if ai = b j then d(λ(i), j) ← 1 + d(λ(i − 1), j − 1);
5 L(0, j) ← max{L(λ(i − 1), j), L(0, j − 1), L(λ(i − k), j − k) + δ(d(λ(i), j))};
6 end
7 end
8 for j = j0 to j1 do L(λ(i1), j) ← L(0, j);
9 return L(λ(i1), j1)

In the algorithm above, the array L of size (k + 1)m is utilized to hold the appropriate entries of f . At the time f (i, j)
to be computed, L will hold the following entries:
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• L(λ(t), j) = f (t, j) for 1 ≤ t < i, 1 ≤ j ≤ m;
• L(0, j) = f (i, j) for 1 ≤ j ≤ m.

Therefore, a total of (k + 1)m entries is used in the algorithm. The time complexity of the algorithm is obviously O ((i1 −
i0)( j1 − j0)). In the case of i0 = 1, i1 = n and j0 = 1, j1 = m, the algorithm ξ(1, n, 1, m, L) can find f (n, m), the number of 
k matchings in the longest common subsequence of A and B , in O (mn) time using O (km) space.

Similarly, the space efficient algorithm η(i0, i1, j0, j1, L) to solve the LC SkR problem for the input sequences A[i0 : i1]
and B[ j0 : j1] can be described as follows.

Algorithm 3: η(i0, i1, j0, j1, L).

Input: A[i0 : i1] = ai0 ai0+1 · · ·ai1 ; B[ j0 : j1] = b j0 b j0+1 · · ·b j1

Output: L, the map of g(i, j)
1 for i = i1 downto i0 do
2 for j = j1 downto j0 do
3 L(λ(i + 1), j) ← L(0, j);
4 if ai = b j then d(λ(i), j) ← 1 + d(λ(i + 1), j + 1);
5 L(0, j) ← max{L(λ(i + 1), j), L(0, j + 1), L(λ(i + k), j + k) + δ(d(λ(i), j))};
6 end
7 end
8 for j = j0 to j1 do L(λ(i0), j) ← L(0, j);
9 return L(λ(i0), j0)

In the following discussion, we will use ⊕ to denote the concatenation of two strings.
For k < t ≤ n, let

M(t) = max
t−k+1≤i≤t

0≤ j≤m

{ f (i, j) + g(i + 1, j + 1)} (5)

Theorem 1. For k < t ≤ n, M(t) = f (n, m).

Proof. Let M(t) = f (i, j) + g(i + 1, j + 1) for some i, j. Let Z(i, j) ∈ LC Sk(1, i, 1, j) and Z ′(i, j) ∈ LC SkR(i + 1, n, j + 1, m). 
Then, C = Z(i, j) ⊕ Z ′(i, j), the concatenation of the two LC Sks, is a common subsequence of A and B in k-length substrings 
of length M(t). Therefore, M(t) ≤ f (n, m).

On the other hand, let Z(n, m) ∈ LC Sk(1, n, 1, m), and l = f (n, m).
In the case of l = 0, it is clear that M(t) = f (n, m) = 0 for any k < t ≤ n.
In the case of l > 0, let

Z(n,m) =
(

A[i1 : i1 + k − 1], · · · , A[il : il + k − 1]
B[ j1 : j1 + k − 1], · · · , B[ jl : jl + k − 1]

)
.

For k < t ≤ n, there are some cases to be distinguished.
(1) t /∈ [ip, ip + k − 1], for 1 ≤ p ≤ l.
In this case, there are also some subcases.
(1.1) t < i1. In this case, let i = t and j = j1 − 1, then t −k + 1 ≤ i ≤ t , 0 ≤ j ≤ m, and f (i, j) = 0, g(i + 1, j + 1) = f (n, m), 

and thus M(t) ≥ f (i, j) + g(i + 1, j + 1) = f (n, m).
(1.2) t > il + k − 1. In this case, let i = t and j = jl + k − 1, then t − k + 1 ≤ i ≤ t , 0 ≤ j ≤ m, and f (i, j) = f (n, m), 

g(i + 1, j + 1) = 0, and thus M(t) ≥ f (i, j) + g(i + 1, j + 1) = f (n, m).
(1.3) There exists 1 ≤ p < l such that ip + k − 1 < t < ip+1. In this case, let i = t and j = jp + k − 1, then t − k + 1 ≤ i ≤ t , 

0 ≤ j ≤ m, and f (i, j) = p, g(i + 1, j + 1) = l − p, and thus M(t) ≥ f (i, j) + g(i + 1, j + 1) = f (n, m).
(2) There exists 1 ≤ p ≤ l such that t ∈ [ip, ip + k − 1].
(2.1) t = ip + k − 1. In this case, let i = ip + k − 1 and j = jp + k − 1, then t − k + 1 ≤ i ≤ t , 0 ≤ j ≤ m, and f (i, j) = p, 

g(i + 1, j + 1) = l − p, and thus M(t) ≥ f (i, j) + g(i + 1, j + 1) = f (n, m).
(2.2) ip ≤ t < ip +k − 1. In this case, let i = ip − 1 and j = jp − 1, then t − i = t − ip + 1 < ip +k − 1 − ip + 1 = k, and thus 

t − k + 1 ≤ i ≤ t , 0 ≤ j ≤ m, and f (i, j) = p − 1, g(i + 1, j + 1) = l − p + 1. Thus, M(t) ≥ f (i, j) + g(i + 1, j + 1) = f (n, m).
Finally we have, M(t) = f (n, m).
The proof is completed. �
Based on Hirschberg’s divide-and-conquer method of solving the LCS problem in linear space [6], we now can use the 

above theorem recursively to design a divide-and-conquer algorithm to find an LC Sk of A and B as follows.
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Algorithm 4: D&C(i0, i1, j0, j1).

1 if i1 − i0 + 1 < 2k then return;
2 l ← 	(i1 − i0 + 1 + k)/2
;
3 ξ(i0, i0 + l − 1, j0, j1, L1);
4 η(i0 + l − k + 1, i1, j0, j1, L2);
5 split(k1, k2, l1, l2, s1, s2, i0 + l − 1, j0, j1);
6 if l1 > 1 then D&C(i0, k1, j0, k2);
7 else if l1 = 1 then print bs1 bs1+1 · · ·bs1+k−1;
8 if l2 > 1 then D&C(k1 + 1, i1, k2 + 1, j1);
9 else if l2 = 1 then print bs2 bs2+1 · · ·bs2+k−1;

The algorithm is invoked in the condition of n ≥ 2k. In the case of n < 2k, the problem can be solved by using the 
standard dynamic programming algorithm of Benson et al. [3,4]. The space cost in this case is also O (km).

Once the above algorithm is invoked, the sub-algorithm split(k1, k2, l1, l2, s1, s2, i1, j0, j1) is used to find the split points 
k1 and k2 by using Theorem 1.

The two sequences A[i0 : i1] and B[ j0 : j1] are spitted into A[i0 : k1], A[k1 + 1 : i1] and B[ j0 : k2], B[k2 + 1 : j1] such that⎧⎪⎨
⎪⎩

l1 = f (i0,k1, j0,k2)

l2 = g(k1 + 1, i1,k2 + 1, j1)

f (i0, i1, j0, j1) = l1 + l2

(6)

In the case of l1 = 1 (l2 = 1), the first k-sting start from s1 (s2) can be found by⎧⎨
⎩

s1 = min
j0≤ j≤k2

{ j| f (i0,k1, j0, j) = 1} − k + 1 if l1 = 1

s2 = max
k2+1≤ j≤ j1

{ j|g(k1 + 1, i1, j, j1) = 1} if l2 = 1
(7)

It is clear that in the case of l1 = 1, if s1 ≥ j0 then B[s1 : s1 + k − 1] is an LC Sk of A[i0 : k1] and B[ j0 : k2]. Similarly, in 
the case of l2 = 1, if s2 ≥ k2 + 1 then B[s2 : s2 + k − 1] is an LC Sk of A[k1 + 1 : i1] and B[k2 + 1 : j1].

In the cases of l1 > 1 and l2 > 1, the problem can be solved recursively.

Algorithm 5: split(k1, k2, l1, l2, s1, s2, i1, j0, j1).

Output: k1, k2, l1, l2, s1, s2
s1, s2, tmp ← 0;
for i = i1 − k + 1 to i1 do

for j = j0 − 1 to j1 do
t ← L1(λ(i), j) + L2(λ(i + 1), j + 1);
if t > tmp then tmp ← t, k1 ← i, k2 ← j;

end
end
l1 ← L1(λ(k1), k2); l2 ← L2(λ(k1 + 1), k2 + 1);
if l1 = 1 then s1 ← min

j0≤ j≤ j1
{ j|L1(λ(k1), j) = 1} − k + 1;

if l2 = 1 then s2 ← max
j0≤ j≤ j1

{ j|L2(λ(k1 + 1), j) = 1};

2.2. Correctness of the algorithm

We now prove that if the above algorithm is applied to the given sequences A and B , D&C(1, n, 1, m) will produce an 
LC Sk of A and B .

Proof. The claim can be proven by induction on n and m, the sizes of the input sequence A and B respectively. In the case 
of n < 2k and any m > 0, we have l ≤ 1 in the algorithm.

In the cases of l1 = 1 and l2 = 1, let B[s1 : s1 + k − 1] and B[s2 : s2 + k − 1] be the k-strings start from s1 and s2
respectively, where⎧⎨

⎩
s1 = min

1≤ j≤k2

{ j| f (1,k1,1, j) = 1} − k + 1

s2 = max { j|g(k1 + 1,n, j,m) = 1} (8)
k2+1≤ j≤m



84 D. Zhu et al. / Theoretical Computer Science 687 (2017) 79–92
Then, it can be verified directly that the k-strings B[s1 : s1 + k − 1] ∈ LC Sk(1, k1, 1, k2) and B[s2 : s2 + k − 1] ∈ LC Sk(k1 +
1, n, k2 + 1, m), since l1 = 1 and l2 = 1.

In the cases of l1 = 0 and l2 = 0, it is clear that LC Sk(1, k1, 1, k2) = ∅ and LC Sk(k1 + 1, n, k2 + 1, m) = ∅, and nothing is 
done by the algorithm in the cases.

Therefore, the claim applies in the case of n < 2k.
Suppose the claim is true when the size of the input sequence A is less than n. We now show that when the size of 

the input sequence A is n, the claim is also true. In this case, A is divided into two subsequences A[1 : 	(n + k)/2
] and 
A[	(n + k)/2
 + 1 : n]. Then, in line 3–4 of the algorithm, the length of an LC Sk in LC Sk(1, 	(n + k)/2
, 1, m) is computed 
by ξ(1, 	(n + k)/2
, 1, m) and the result is stored in L1. The length of an LC Sk in LC SkR(	(n + k)/2
 + 1, n, 1, m) is also 
computed by η(	(n + k)/2
 + 1, n, 1, m) and the result is stored in L2.

M(	(n + k)/2
) = max
	(n+k)/2
−k+1≤i≤	(n+k)/2


0≤ j≤m

{ f (i, j) + g(i + 1, j + 1)}

is then computed by the algorithm split(k1, k2, l1, l2, s1, s2, 	(n + k)/2
, 1, m) in line 5, using the results in L1 and L2. The 
split points k1 and k2 are found such that⎧⎪⎨

⎪⎩
l1 = f (1,k1,1,k2)

l2 = g(k1 + 1,n,k2 + 1,m)

M(	(n + k)/2
) = l1 + l2

(9)

In the cases of l1 > 1 and l2 > 1, the LC Sks Z1 ∈ LC Sk(1, k1, 1, k2) and Z2 ∈ LC Sk(k1 + 1, n, k2 + 1, m) are found recur-
sively, in lines 6 and 8 of the algorithm.

Thus, Z = Z1 ⊕ Z2, the concatenation of the subsequences Z1 and Z2, is a common subsequence of A and B . It follows 
from (9) and Theorem 1 that |Z | = M(	(n + k)/2
) = f (n, m). Therefore, Z , the common subsequence of A and B produced 
by the algorithm is an LC Sk of A and B .

Finally, we can conclude by induction that the algorithm D&C(1, n, 1, m) can produce an LC Sk of A and B .
The proof is completed. �

2.3. Time analysis of the algorithm

We have proved that a call D&C(1, n, 1, m) of the algorithm produces an LC Sk of A and B . Let the time cost of the 
algorithm be T (n, m) if the sizes of the input sequences are n and m respectively. The problem is divided into two smaller 
subproblems of finding LC Sks in LC Sk(1, k1, 1, k2)) and LC Sk(k1 + 1, n, k2 + 1, m) by a call of split(k1, k2, l1, l2, s1, s2, 	(n +
k)/2
, 1, m) and two calls of ξ(1, 	(n + k)/2
, 1, m) and η(	(n + k)/2
 + 1, n, 1, m). It is clear that the time costs of ξ and η
are both O (mn), and the time cost of split is O (km). Thus T (n, m) satisfies the following equation.

T (n,m) =
{

T (k1,k2) + T (n − k1,m − k2) + O (mn) if n ≥ k,

O (1), if n < k.
(10)

Where, 	(n + k)/2
 − k + 1 ≤ k1 ≤ 	(n + k)/2
 and 0 ≤ k2 ≤ m.
It can be proved by induction that (10) has a solution T (n, m) = O (mn).

Proof. The claim is trivially true for n < 2k.
In the case of n ≥ 2k, it follows that n/4 ≤ k1 ≤ 3n/4. Assume T (n, m) is bounded by c1 ·mn, and the O (mn) term in (10)

is bounded by c2 · mn. It follows from (10) that T (k1, k2) + T (n − k1, m − k2) + O (mn) is bounded by

c1 · (k1k2 + (n − k1)(m − k2)) + c2 · mn

≤ c1 · (3n/4)(k2 + m − k2) + c2 · mn

= c1 · 3mn/4 + c2 · mn

= (3c1/4 + c2) · mn

To be consistent with the assumption on the time bound of T (n, m), we must have 3c1/4 + c2 ≤ c1, which is realizable 
by letting c1 ≥ 4c2. It follows from (10) and by induction on n that T (n, m) ≤ c1 · mn.

The proof is completed. �
2.4. Space analysis of the algorithm

We assume that the input sequences A and B are in common storage using O (m + n) space. In the execution of the 
algorithm D&C , the temporary arrays L1 and L2 are used in the execution of the algorithms ξ and η. It is clear that 
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|L1| ≤ (k + 1)m and |L2| ≤ (k + 1)m. It is seen that the execution of the algorithm D&C uses O (1) temporary space, and the 
recursive calls to D&C are exclusive. There are at most 2n − 1 calls to the algorithm D&C (it can be proved analogously in 
[9]), and thus the space cost of the algorithm D&C is proportional to (k + 1)m, i.e. O (kn).

3. An O (kn) space algorithm for solving the LC S≥k problem

As stated in [4,8], LC S≥k can be solved by using a dynamic programming algorithm. A dynamic programming algorithm 
using O (kn2) time and O (n2) space to solve the problem was presented by Benson et al. If only the length of LC S≥k has 
to be computed, the space cost of their algorithm can be reduced to O (kn), but if an LC S≥k has to be constructed, their 
algorithm requires O (n2) space. Very recently, Ueki et al. presented a similar dynamic programming algorithm to solve the 
problem [16]. Their algorithm requires O (mn) time and O (mn) space. If only the length of an LC S≥k is required, the space 
complexity can be easily reduced to O (kn).

In the following section, a totally different algorithm for solving the LC S≥k is presented. A very simple recursive formula 
can be built for our purpose in Theorem 2, which enables us to compute each item recursively in O (1) time, and finally the 
total computing time can be reduced to O (mn).

The main contribution of this section is that the space cost of the new algorithm can be reduced from O (mn) to O (kn), 
and an LC S≥k can be output as a result of computing, not just its length. This is a new feature has never been reported yet 
by the previous algorithms.

3.1. Reduce the time cost to O (mn)

As stated above, LC S≥k can be solved by using a dynamic programming algorithm. The recursive rule for LC S≥k is a 
modification of (2) for LC Sk.

Let p(i, j) denote the length of the longest common subsequence consisting of at least k length matchings in the prefixes 
A[1 : i] and B[1 : j]. For each fixed pair of (i, j), k ≤ i ≤ n, 1 ≤ j ≤ m, let{

μ(i, j, t) = p(i − t, j − t) + t

ν(i, j) = min{d(i, j),2k − 1} (11)

β(i, j) =
⎧⎨
⎩

max
k≤t≤ν(i, j)

{μ(i, j, t)} if ν(i, j) ≥ k

0 otherwise
(12)

Where d(i, j), the length of the longest match between the prefixes of A[1 : i] and B[1 : j] is defined by (1). Then, p(i, j)
can be computed recursively as follows [8].

p(i, j) = max

⎧⎪⎨
⎪⎩

p(i − 1, j)

p(i, j − 1)

β(i, j)

(13)

Based on the formula (13), the table p(i, j) for the given input sequences A = a1a2 · · ·an and B = b1b2 · · ·bm of size n
and m respectively, can be computed in O (kmn) time and O (mn) space by a standard dynamic programming algorithm, 
since β(i, j) can be computed by O (k) comparisons.

In this section, we can show that μ(i, j, t) is a very special function of t , and thus β(i, j) can be recursively computed 
in O (1) time for each pair of (i, j).

Let Z = s1
⊕ · · ·⊕ sr ∈ LC S≥k(1, i, 1, j) be a longest common subsequence consisting of r at least k length matchings in 

the prefixes A[1 : i] and B[1 : j], where

st =
(

ait , · · · ,ait+lt−1
b jt , · · · ,b jt+lt−1

)
(14)

The length of st is lt , and k ≤ lt ≤ 2k − 1, 1 ≤ t ≤ r, and thus

p(i, j) =
r∑

t=1

lt (15)

Any two substrings in the same sequence do not overlap, and thus, for all 1 ≤ t < r,{
it + lt ≤ it+1

jt + lt ≤ jt+1
(16)
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In the following, the suffix matching of A[1 : i] and B[1 : j] with length t , 1 ≤ t ≤ d(i, j), is defined as

α(i, j, t) =
(

ai−t+1, · · · ,ai
b j−t+1, · · · ,b j

)
(17)

Lemma 1. For any pair of (i, j), if d(i, j) ≥ 2k − 1, then p(i, j) = β(i, j).

Proof. Let Z = s1
⊕ · · ·⊕ sr ∈ LC S≥k(1, i, 1, j). It is clear that lr ≤ 2k − 1. It follows from ir + lr − 1 ≤ i and jr + lr − 1 ≤ j

that ir ≤ i − lr + 1 and jr ≤ j − lr + 1, and thus s1
⊕ · · ·⊕ sr−1

⊕
α(i, j, lr) ∈ LC S≥k(1, i, 1, j), since lr ≤ 2k − 1 ≤ d(i, j). It 

follows that p(i, j) = p(i − lr, j − lr) + lr ≤ β(i, j).
It follows from (13) that p(i, j) ≥ β(i, j), and finally we have p(i, j) = β(i, j).
The proof is completed. �

Lemma 2. For any pair of (i, j), if d(i, j) ≥ 2k, then p(i, j) = 1 + p(i − 1, j − 1).

Proof. It follows from Lemma 1 that p(i, j) = β(i, j) and p(i − 1, j − 1) = β(i − 1, j − 1), since d(i, j) ≥ 2k.
We now prove Lemma 2 in the following two steps.
(1) We first show that

p(i, j) ≤ 1 + p(i − 1, j − 1) (18)

Let s1
⊕ · · ·⊕ sr ∈ LC S≥k(1, i, 1, j). It follows from Lemma 1 that we can assume that sr = α(i, j, lr).

There are two cases to be distinguished.
(1.1) lr > k.
In this case, s1

⊕ · · ·⊕ sr−1
⊕

α(i − 1, j − 1, lr − 1) must be a common subsequence consisting of at least k length 
matchings in the prefixes A[1 : i − 1] and B[1 : j − 1] with length p(i, j) − 1.

It follows that p(i − 1, j − 1) ≥ p(i, j) − 1.
(1.2) lr = k.
In this case, we have ir−1 + lr−1 = ir or jr−1 + lr−1 = jr . Otherwise, s1

⊕ · · ·⊕ sr−1
⊕

α(i, j, lr + 1) would be a longer 
common subsequence.

We check the case ir−1 + lr−1 = ir . The other case jr−1 + lr−1 = jr can be proved analogously.
There are also two different subcases.
(1.2.1) lr−1 > k.

In this case, let s′ =
(

air−1 , · · · ,air−1+lr−1−2
b jr−1 , · · · ,b jr−1+lr−1−2

)
. Then, |s′| = lr−1 − 1 ≥ k, and s1

⊕ · · ·⊕ sr−2
⊕

s′ ⊕α(i − 1, j − 1, lr) must 

be a common subsequence consisting of at least k length matchings in the prefixes A[1 : i − 1] and B[1 : j − 1] with length 
p(i, j) − 1.

It follows that p(i − 1, j − 1) ≥ p(i, j) − 1.
(1.2.2) lr−1 = k.
In this case, s1

⊕ · · ·⊕ sr−2
⊕

α(i − 1, j − 1, 2k − 1) must be a common subsequence consisting of at least k length 
matchings in the prefixes A[1 : i − 1] and B[1 : j − 1] with length p(i, j) − 1.

It follows that p(i − 1, j − 1) ≥ p(i, j) − 1.
(2) We now show

p(i, j) ≥ 1 + p(i − 1, j − 1) (19)

Let s1
⊕ · · ·⊕ sr ∈ LC S≥k(1, i − 1, 1, j − 1). It follows from Lemma 1 that we can assume that sr = α(i − 1, j − 1, lr).

There are two cases to be distinguished.
(1) lr < 2k − 1.
In this case, s1

⊕ · · ·⊕ sr−1
⊕

α(i, j, lr + 1) must be a common subsequence consisting of at least k length matchings in 
the prefixes A[1 : i] and B[1 : j] with length p(i − 1, j − 1) + 1.

It follows that p(i, j) ≥ p(i − 1, j − 1) + 1.
(2) lr = 2k − 1.
In this case, |α(i, j, lr + 1)| = 2k, and thus α(i, j, lr + 1) is a concatenation of two at least k length matchings. It follows 

that s1
⊕ · · ·⊕ sr−1

⊕
α(i, j, lr +1) must be a common subsequence consisting of at least k length matchings in the prefixes 

A[1 : i] and B[1 : j] with length p(i − 1, j − 1) + 1.
It follows that p(i, j) ≥ p(i − 1, j − 1) + 1.
Finally, it follows from (18) and (19) that p(i, j) = 1 + p(i − 1, j − 1).
The proof is completed. �
It follows from Lemma 1 and Lemma 2 that if d(i, j) ≥ 2k, then

β(i, j) = 1 + β(i − 1, j − 1) (20)
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Lemma 3. For any pair of (i, j), if d(i, j) < 2k, then

β(i, j) = max

{
p(i − k, j − k) + k

1 + β(i − 1, j − 1)
(21)

Proof. It follows from d(i, j) < 2k that ν(i, j) = d(i, j). It is clear that μ(i, j, t) can also be defined recursively as follows.

μ(i, j, t) =
{

1 + μ(i − 1, j − 1, t − 1) if k < t

p(i − k, j − k) + k otherwise
(22)

It follows from (12) and (22) that

β(i, j) = max
k≤t≤d(i, j)

{μ(i, j, t)}

= max

⎧⎨
⎩

μ(i, j,k)

max
k<t≤d(i, j)

{1 + μ(i − 1, j − 1, t − 1)}

= max

⎧⎨
⎩

μ(i, j,k)

1 + max
k≤t≤d(i, j)−1

{μ(i − 1, j − 1, t)}

= max

⎧⎨
⎩

μ(i, j,k)

1 + max
k≤t≤d(i−1, j−1)

{μ(i − 1, j − 1, t)}

= max

{
p(i − k, j − k) + k

1 + β(i − 1, j − 1)

The proof is completed. �
A new recursive formula to compute β(i, j) in O (1) time can be built as follows.

Theorem 2.

β(i, j) =

⎧⎪⎨
⎪⎩

max

{
p(i − k, j − k) + k

1 + β(i − 1, j − 1)
if d(i, j) ≥ k

0 otherwise

(23)

Proof. It remains to show that (21) is also true for the case of d(i, j) ≥ 2k. It is clear that p(i −k, j −k) ≥ k, since d(i, j) ≥ 2k. 
Let Z = s1

⊕ · · ·⊕ sr ∈ LC S≥k(1, i − k, 1, j − k), and

sr =
(

air , · · · ,air+lr−1
b jr , · · · ,b jr+lr−1

)
.

We can show that

p(i − 1, j − 1) ≥ p(i − k, j − k) + k − 1 (24)

There are some cases to be distinguished.
(1) ir + lr − 1 < k and jr + lr − 1 < k.
In this case, Z

⊕
α(i − 1, j − 1, k) is a common subsequence consisting of at least k length matchings in the prefixes 

A[1 : i − 1] and B[1 : j − 1] with length p(i − k, j − k) + k, and thus p(i − 1, j − 1) ≥ p(i − k, j − k) + k.
(2) ir + lr − 1 = k or jr + lr − 1 = k.
We check the case ir + lr − 1 = k. The other case jr + lr − 1 = k can be proved analogously.
(2.1) lr > k.

In this case, s1
⊕ · · ·⊕ sr−1

(
air , · · · ,air+lr−2
b jr , · · · ,b jr+lr−2

)⊕
α(i − 1, j − 1, k) is a common subsequence consisting of at least k

length matchings in the prefixes A[1 : i − 1] and B[1 : j − 1] with length p(i − k, j − k) + k − 1, and thus p(i − 1, j − 1) ≥
p(i − k, j − k) + k − 1.
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(2.2) lr = k.
In this case, s1

⊕ · · ·⊕ sr−1
⊕

α(i − 1, j − 1, 2k − 1) is a common subsequence consisting of at least k length matchings 
in the prefixes A[1 : i − 1] and B[1 : j − 1] with length p(i −k, j −k) +k − 1, and thus p(i − 1, j − 1) ≥ p(i −k, j −k) +k − 1.

It follows that in all cases (24) is true.
It follows from Lemma 1 that

1 + p(i − 1, j − 1) = 1 + β(i − 1, j − 1) ≥ p(i − k, j − k) + k

Thus

1 + β(i − 1, j − 1) = max

{
p(i − k, j − k) + k

1 + β(i − 1, j − 1)

It follows from (20) that

β(i, j) = 1 + β(i − 1, j − 1) = max

{
p(i − k, j − k) + k

1 + β(i − 1, j − 1)

The proof is completed. �
Based on Theorem 2, the table p(i, j) for the given input sequences A = a1a2 · · ·an and B = b1b2 · · ·bm of size n and m

respectively, can be computed in O (mn) time and O (mn) space by a standard dynamic programming algorithm.

Algorithm 6: LC S≥k.

Input: A, B
Output: p(i, j), the length of Z ∈ LC S≥k(1, i, 1, j)

1 for i=1 to n do
2 for j=1 to m do
3 if ai = b j then d(i, j) ← 1 + d(i − 1, j − 1);
4 if d(i, j) ≥ k then β(i, j) ← max{p(i − k, j − k) + k, 1 + β(i − 1, j − 1)}

p(i, j) ← max{p(i − 1, j), p(i, j − 1), β(i, j)};
5 end
6 end
7 return p(n, m)

It is clear that the time and space complexities of the algorithm are both O (mn).

3.2. Reduce the space cost to O (kn)

In the algorithm above, when a particular row of the table is to compute, no rows before the previous k rows are 
required. Thus only k + 1 rows have to be kept in memory at a time. Thus, we need only O (kn) entries to compute the 
table.

If a longest common subsequence in at least k-length substrings has to be constructed, not just its length, then the 
O (mn) entries of L is required for this purpose. Based on Hirschberg’s divide-and-conquer method, the space cost can be 
reduced to O (kn).

In order to use the divide-and-conquer method, we need to extend the definition of LC S≥k to a more general definition 
as follows.

Definition 4. For the two substrings A[i0 : i1] = ai0 ai0+1 · · ·ai1 and B[ j0 : j1] = b j0 b j0+1 · · ·b j1 , 1 ≤ i0 ≤ i1 ≤ n, 1 ≤ j0 ≤
j1 ≤ m, the set of all LC S≥ks of A[i0 : i1] and B[ j0 : j1] is denoted by LC S≥k(i0, i1, j0, j1). The length of an LC S≥k in 
LC S≥k(i0, i1, j0, j1) is denoted by p(i0, i1, j0, j1).

Similarly, the set of all LC S≥ks of the two reversed substrings A[i0 : i1] = ai1 ai1−1 · · ·ai0 and B[ j0 : j1] = b j1 b j1−1 · · ·b j0

is denoted by LC S≥kR(i0, i1, j0, j1). The length of an LC S≥k in LC S≥kR(i0, i1, j0, j1) is denoted by q(i0, i1, j0, j1).
In the special case of i0 = 1 and j0 = 1, p(1, i, 1, j) is abbreviated to p(i, j) for 1 ≤ i ≤ n, 1 ≤ j ≤ m. Similarly, in the 

special case of i1 = n and j1 = m, q(i, n, j, m) is abbreviated to q(i, j) for 1 ≤ i ≤ n, 1 ≤ j ≤ m. It is clear that in the special 
case of i0 = 1, i1 = n and j0 = 1, j1 = m, we have p(n, m) = q(1, 1).

The following algorithm ξ(i0, i1, j0, j1, L) uses an array L[0 : 2k][1 : m] to store the (2k + 1)m entries to compute the 
current table. The row i(1 ≤ i ≤ n) of f is mapped to the row λ(i)(1 ≤ λ(i) ≤ k) of L, where λ(i) is defined somewhat 
different from (4).

λ(i) = (i − 1) mod 2k + 1. (25)
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A space efficient algorithm ξ(i0, i1, j0, j1, L) to solve the LC S≥k problem for the input sequences A[i0 : i1] and B[ j0 : j1]
can be described as follows.

Algorithm 7: ξ(i0, i1, j0, j1, L).

Input: A[i0 : i1] = ai0 ai0+1 · · ·ai1 ; B[ j0 : j1] = b j0 b j0+1 · · ·b j1

Output: L, the map of f (i, j)
1 for i = i0 to i1 do
2 for j = j0 to j1 do
3 L(λ(i − 1), j) ← L(0, j);
4 if ai = b j then d(λ(i), j) ← 1 + d(λ(i − 1), j − 1);
5 if d(λ(i), j) ≥ k then β(λ(i), j) ← max{k + L(λ(i − k), j − k), 1 + β(λ(i − 1), j − 1)};
6 L(0, j) ← max{L(λ(i − 1), j), L(0, j − 1), β(λ(i), j)};
7 end
8 end
9 for j = j0 to j1 do L(λ(i1), j) ← L(0, j);

10 return L(λ(i1), j1)

In the algorithm above, the array L of size (2k + 1)m is used to hold the appropriate entries of p. At the time p(i, j) to 
be computed, L will hold the following entries:

• L(λ(t), j) = p(t, j) for 1 ≤ t < i, 1 ≤ j ≤ m;
• L(0, j) = p(i, j) for 1 ≤ j ≤ m.

Therefore, a total of (2k + 1)m entries is used in the algorithm. The time complexity of the algorithm is obviously 
O ((i1 − i0)( j1 − j0)). In the case of i0 = 1, i1 = n and j0 = 1, j1 = m, the algorithm ξ(1, n, 1, m, L) can find p(n, m) in O (mn)

time using O (kn) space.
Similarly, the space efficient algorithm η(i0, i1, j0, j1, L) to solve the LC S≥kR problem for the input sequences A[i0 : i1]

and B[ j0 : j1] can be described as follows.

Algorithm 8: η(i0, i1, j0, j1, L).

Input: A[i0 : i1] = ai0 ai0+1 · · ·ai1 ; B[ j0 : j1] = b j0 b j0+1 · · ·b j1

Output: L, the map of g(i, j)
1 for i = i1 downto i0 do
2 for j = j1 downto j0 do
3 L(λ(i + 1), j) ← L(0, j);
4 if ai = b j then d(λ(i), j) ← 1 + d(λ(i + 1), j + 1);
5 if d(λ(i), j) ≥ k then β(λ(i), j) ← max{k + L(λ(i + k), j + k), 1 + β(λ(i + 1), j + 1)};
6 L(0, j) ← max{L(λ(i + 1), j), L(0, j + 1), β(λ(i), j)};
7 end
8 end
9 for j = j0 to j1 do L(λ(i0), j) ← L(0, j);

10 return L(λ(i0), j0)

For 2k ≤ x ≤ n, let

M(x) = max
x−2k+1≤i≤x

0≤ j≤m

{p(i, j) + q(i + 1, j + 1)} (26)

Theorem 3. For 2k ≤ x ≤ n, M(x) = p(n, m).

Proof. Let M(x) = p(i, j) + q(i + 1, j + 1) for some i, j. Let Z ∈ LC S≥k(1, i, 1, m) and Z ′ ∈ LC S≥kR(i + 1, n, j + 1, m). Then, 
C = Z ⊕ Z ′ , the concatenation of the two LC S≥ks, is a common subsequence of A and B in k-length substrings of length 
M(x). Therefore, M(x) ≤ p(n, m).

On the other hand, let Z = s1
⊕ · · ·⊕ sr ∈ LC S≥k(1, n, 1, m), where

st =
(

ait , · · · ,ait+lt−1
b jt , · · · ,b jt+lt−1

)
.

The length of st is lt , and k ≤ lt ≤ 2k − 1, 1 ≤ t ≤ r. It is clear that p(n, m) = ∑r
t=1 lt .

In the case of Z = ∅, it is clear that M(x) = p(n, m) = 0 for any 2k ≤ x ≤ n.
In the case of r > 0, there are some cases to be distinguished.
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(1) x /∈ [it, it + lt − 1], for 1 ≤ t ≤ r.
In this case, there are also some subcases.
(1.1) x < i1. In this case, let i = x and j = j1 −1, then x −2k +1 ≤ i ≤ x, 0 ≤ j ≤ m, and p(i, j) = 0, q(i +1, j +1) = p(n, m), 

and thus M(x) ≥ p(i, j) + q(i + 1, j + 1) = p(n, m).
(1.2) x > ir + lr − 1. In this case, let i = x and j = jr + lr − 1, then t − 2k + 1 ≤ i ≤ x, 0 ≤ j ≤ m, and p(i, j) = p(n, m), 

q(i + 1, j + 1) = 0, and thus M(x) ≥ p(i, j) + q(i + 1, j + 1) = p(n, m).
(1.3) There exists 1 ≤ t < r such that it + lt − 1 < x < it+1. In this case, let i = x and j = jt + lt − 1, then x − 2k + 1 ≤ i ≤ x, 

0 ≤ j ≤ m, and p(i, j) = ∑t
u=1 lu , q(i + 1, j + 1) = ∑r

u=t+1 lu , and thus M(x) ≥ p(i, j) + q(i + 1, j + 1) = p(n, m).
(2) There exists 1 ≤ t ≤ r such that x ∈ [it, it + lt − 1].
(2.1) x = it +lt −1. In this case, let i = it +lt −1 and j = jt +lt −1, then x −2k +1 ≤ i ≤ x, 0 ≤ j ≤ m, and p(i, j) = ∑t

u=1 lu , 
q(i + 1, j + 1) = ∑r

u=t+1 lu , and thus M(x) ≥ p(i, j) + q(i + 1, j + 1) = p(n, m).
(2.2) it ≤ x < it + lt − 1. In this case, let i = it − 1 and j = jt − 1, then x − i = x − it + 1 < lt ≤ 2k − 1, and thus 

x − 2k + 1 ≤ i ≤ x, 0 ≤ j ≤ m, and p(i, j) = ∑t−1
u=1 lu , q(i + 1, j + 1) = ∑r

u=t lu . Thus, M(t) ≥ p(i, j) + q(i + 1, j + 1) = p(n, m).
Finally we have, M(x) = p(n, m).
The proof is completed. �
Based on Hirschberg’s divide-and-conquer method of solving the LCS problem in linear space [6], we now can use the 

above theorem recursively to design a divide-and-conquer algorithm to find an LC S≥k of A and B as follows.

Algorithm 9: D&C(i0, i1, j0, j1).

1 if i1 − i0 + 1 < 2k then return;
2 l ← max{2k − 1, 	(i1 − i0 + 1)/2
 + k};
3 ξ(i0, i0 + l − 1, j0, j1, L1);
4 η(max{i0, i0 + l − 2k} + 1, i1, j0, j1, L2);
5 split(k1, k2, l1, l2, s1, s2, i0, i0 + l − 1, j0, j1);
6 if l1 ≥ 2k then D&C(i0, k1, j0, k2);
7 else if s1 > 0 then print bs1 bs1+1 · · ·bs1+l1−1;
8 if l2 ≥ 2k then D&C(k1 + 1, i1, k2 + 1, j1);
9 else if s2 > 0 then print bs2 bs2+1 · · ·bs2+l2−1;

The algorithm is invoked in the condition of n ≥ 2k. In the case of n < 2k, the problem can be solved by using the 
standard dynamic programming algorithm of Benson et al. [3,4]. The space costs in this case is also O (kn).

Once the above algorithm is invoked, the sub-algorithm split(k1, k2, l1, l2, s1, s2, i0, i1, j0, j1) is used to find the split 
points k1 and k2 by using Theorem 3.

The two sequences A[i0 : i1] and B[ j0 : j1] are spitted into A[i0 : k1], A[k1 + 1 : i1] and B[ j0 : k2], B[k2 + 1 : j1] such that⎧⎪⎨
⎪⎩

l1 = p(i0,k1, j0,k2)

l2 = q(k1 + 1, i1,k2 + 1, j1)

p(i0, i1, j0, j1) = l1 + l2

(27)

In the case of l1 < 2k (l2 < 2k), the first at least k length matching start from s1 (s2) can be found by⎧⎨
⎩

s1 = min
j0≤ j≤k2

{ j|p(i0,k1, j0, j) = l1} − l1 + 1 if k ≤ l1

s2 = max
k2+1≤ j≤ j1

{ j|q(k1 + 1, i1, j, j1) = l2} if k ≤ l2
(28)

In the cases of l1 ≥ 2k and l2 ≥ 2k, the problem can be solved recursively.

Algorithm 10: split(k1, k2, l1, l2, s1, s2, i0, i1, j0, j1).

Output: k1, k2, l1, l2, s1, s2
s1, s2, tmp ← 0;
for i = max{i0, i1 − 2k + 1} to i1 do

for j = j0 − 1 to j1 do
t ← L1(λ(i), j) + L2(λ(i + 1), j + 1);
if t ≥ tmp then tmp ← t, k1 ← i, k2 ← j;

end
end
l1 ← L1(λ(k1), k2); l2 ← L2(λ(k1 + 1), k2 + 1);
if k ≤ l1 < 2k then s1 ← min

j0≤ j≤ j1
{ j|L1(λ(k1), j) = l1} − l1 + 1;

if k ≤ l2 < 2k then s2 ← max
j0≤ j≤ j1

{ j|L2(λ(k1 + 1), j) = l2};
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3.3. Correctness of the algorithm

We now prove that if the above algorithm is applied to the given sequences A and B , D&C(1, n, 1, m) will produce an 
LC S≥k of A and B .

Proof. The claim can be proven by induction on n and m, the sizes of the input sequence A and B respectively. In the case 
of n < 2k and any m > 0, we have 0 ≤ l ≤ 2k − 1 in the algorithm.

In the cases of l1 = 0 and l2 = 0, it is clear that LC S≥k(1, k1, 1, k2) = ∅ and LC S≥k(k1 + 1, n, k2 + 1, m) = ∅, and nothing 
is done by the algorithm in the cases.

If l1 > 0 (l2 > 0) then k ≤ l1 ≤ 2k − 1 (k ≤ l2 ≤ 2k − 1).
In the cases of l1 ≥ k (l2 ≥ k), let B[s1 : s1 + l1 − 1] (B[s2 : s2 + l2 − 1]) be the at least k length matching start from 

s1 (s2), defined by (28). Then, it can be verified directly that the strings B[s1 : s1 + l1 − 1] ∈ LC S≥k(1, k1, 1, k2) and B[s2 :
s2 + l2 − 1] ∈ LC S≥k(k1 + 1, n, k2 + 1, m).

Therefore, the claim applies in the case of n < 2k.
Suppose the claim is true when the size of the input sequence A is less than n. We now show that when the size of 

the input sequence A is n, the claim is also true. In this case, A is divided into two subsequences A[1 : 	n/2
 + k] and 
A[	n/2
 + k + 1 : n]. Then, in line 3–4 of the algorithm, the length of an LC S≥k in LC S≥k(1, 	n/2
 + k, 1, m) is computed 
by ξ(1, 	n/2
 + k, 1, m) and the result is stored in L1. The length of an LC S≥k in LC S≥kR(	n/2
 + k + 1, n, 1, m) is also 
computed by η(	n/2
 + k + 1, n, 1, m) and the result is stored in L2.

M(	n/2
 + k) = max
	n/2
−k+1≤i≤	n/2
+k

0≤ j≤m

{p(i, j) + q(i + 1, j + 1)}

is then computed by the algorithm split(k1, k2, l1, l2, s1, s2, 1, 	n/2
 + k, 1, m) in line 5, using the results in L1 and L2. The 
split points k1 and k2 are found such that⎧⎪⎨

⎪⎩
l1 = p(1,k1,1,k2)

l2 = q(k1 + 1,n,k2 + 1,m)

M(	n/2
 + k) = l1 + l2

(29)

In the cases of l1 ≥ 2k and l1 ≥ 2k, the LC S≥ks Z1 ∈ LC S≥k(1, k1, 1, k2) and Z2 ∈ LC S≥k(k1 + 1, n, k2 + 1, m) are found 
recursively, in lines 6 and 8 of the algorithm.

Thus, Z = Z1 ⊕ Z2, the concatenation of the subsequences Z1 and Z2, is a common subsequence of A and B . It follows 
from (29) and Theorem 3 that |Z | = M(	n/2
 + k) = p(n, m). Therefore, Z , the common subsequence of A and B produced 
by the algorithm is an LC S≥k of A and B .

Finally, we can conclude by induction that the algorithm D&C(1, n, 1, m) can produce an LC S≥k of A and B .
The proof is completed. �

3.4. Time analysis of the algorithm

We have proved that a call D&C(1, n, 1, m) of the algorithm produces an LC S≥k of A and B . Without loss of generality, 
we can assume m ≤ n. Let the time cost of the algorithm be T (n, m) if the sizes of the input sequences are n and m
respectively. The problem is divided into two smaller subproblems of finding LC S≥ks in LC S≥k(1, k1, 1, k2)) and LC S≥k(k1 +
1, n, k2 + 1, m) by a call of split(k1, k2, l1, l2, s1, s2, 1, 	n/2
 + k, 1, m) and two calls of ξ(1, 	n/2
 + k, 1, m) and η(	n/2
 +
k + 1, n, 1, m). It is clear that the time costs of ξ and η are both O (mn), and the time cost of split is O (kn). Thus T (n, m)

satisfies the following equation.

T (n,m) =
{

T (k1,k2) + T (n − k1,m − k2) + O (mn) if n ≥ k,

O (1), if n < k.
(30)

Where, 	n/2
 − k + 1 ≤ k1 ≤ 	n/2
 + k and 0 ≤ k2 ≤ m.
It can be proved by induction that (30) has a solution T (n, m) = O (mn).

Proof. (1) We first show that the claim is true in the case of n < 3k. Let Z = s1
⊕ · · ·⊕ sr ∈ LC S≥k(1, n, 1, m). It is clear 

that r ≤ 2 since n < 3k. Thus, the algorithm split can be called at most once, and its time cost is O (km). Output of Z will 
cost O (k) time. Therefore, the total time cost of the algorithm is O (km) in the case of n < 3k.

(2) In the case of n ≥ 3k, it follows that n/6 ≤ k1 ≤ 5n/6. Assume T (n, m) is bounded by c1 · mn, and the O (mn) term in 
(30) is bounded by c2 · mn. It follows from (30) that T (k1, k2) + T (n − k1, m − k2) + O (mn) is bounded by

c1 · (k1k2 + (n − k1)(m − k2)) + c2 · mn

≤ c1 · (5n/6)(k2 + m − k2) + c2 · mn
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= c1 · 5mn/6 + c2 · mn

= (5c1/6 + c2) · mn

To be consistent with the assumption on the time bound of T (n, m), we must have 5c1/6 + c2 ≤ c1, which is realizable 
by letting c1 ≥ 6c2. It follows from (30) and by induction on n that T (n, m) ≤ c1 · mn.

The proof is completed. �
3.5. Space analysis of the algorithm

We assume that the input sequences A and B are in common storage using O (m + n) space. In the execution of the 
algorithm D&C , the temporary arrays L1 and L2 are used in the execution of the algorithms ξ and η. It is clear that 
|L1| ≤ (2k + 1)m and |L2| ≤ (2k + 1)m. It is seen that the execution of the algorithm D&C uses O (1) temporary space, and 
the recursive calls to D&C are exclusive. There are at most 2n − 1 calls to the algorithm D&C (it can be proved analogously 
in [9]), and thus the space cost of the algorithm D&C is proportional to (2k + 1)m, i.e. O (kn).

4. Concluding remarks

We have presented two space efficient algorithms to solve the LC Sk problem and LC S≥k problem. The space cost of the 
first algorithm to solve the LC Sk problem is reduced from O (n2) to O (kn), if the size of the two input sequences are both n. 
The time and space costs of the second algorithm to solve the LC S≥k problem are both improved. The time cost is reduced 
from O (kn2) to O (n2), and the space cost is reduced from O (n2) to O (kn). In the case of k = O (1), the two algorithms are 
both linear space algorithms.

The experiments to compare the behavior of LC Sk versus LC S on real data have been performed in [4]. The choice of 
the value k interestingly affects the similarity percentage in the experiments. The experiments were carried out only for 
small k. It is not clear that the large k, for example k = O (n), is meaningful to the similarity measure.
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