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Abstract In recent years, the rapid growth of multimedia
content makes content-based image retrieval (CBIR) a chal-
lenging research problem. The content-based attributes of
the image are associated with the position of objects and
regions within the image. The addition of image content-
based attributes to image retrieval enhances its performance.
In the last few years, the bag-of-visual-words (BoVW)
based image representation model gained attention and
significantly improved the efficiency and effectiveness of
CBIR. In BoVW-based image representation model, an
image is represented as an order-less histogram of visual
words by ignoring the spatial attributes. In this paper, we
present a novel image representation based on the weighted
average of triangular histograms (WATH) of visual words.
The proposed approach adds the image spatial contents to
the inverted index of the BoVW model, reduces overfit-
ting problem on larger sizes of the dictionary and semantic
gap issues between high-level image semantic and low-level
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image features. The qualitative and quantitative analysis
conducted on three image benchmarks demonstrates the
effectiveness of the proposed approach based on WATH.

Keywords Content-based image retrieval -
Bag-of-visual-words - Support vector machine - Dense
SIFT - Image classification

1 Introduction

CBIR imparts an effective way to retrieve similar images
on the basis of visual contents of a query image. The expo-
nential growth in the number of image databases makes
image retrieval an active research area [1]. In CBIR, we
want to obtain those images that are in a semantic asso-
ciation according to the response of a given query image
[1]. In CBIR, images are represented in the form of fea-
ture vectors that consist of low-level visual features that
are based on shape, color, and texture [1, 2]. The compari-
son between low-level visual features of the images stored
in an image database and a given query image evaluate
the outcomes of retrieved images [1, 3]. The similarity in
visual appearance of the images associated with different
semantic categories outcome in the similarity of feature vec-
tors that reduces the effectiveness of CBIR [1]. The real
world applications of CBIR include photograph and video
search databases (e.g. ImageNet, Flicker, Google image
search, and YouTube), retail catalogs, geographical infor-
mation and remote sensing systems, art collections (e.g. fine
arts museum of San Francisco), medical image databases
(e.g. the visible human, ultrasound, MRI, and CT), scientific
image databases (e.g. earth sciences), general image collec-
tions for licensing (e.g. Getty images, and Corbis), nudity
detection filters, and the world wide web [4, 5].
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In the BoVW-based image representation [6], feature
descriptors are used for the extraction of image features.
The high-dimensional feature space is quantized by apply-
ing a quantization algorithm such as k-means to construct
the visual vocabulary. An image is represented as an order-
less histogram of visual words by ignoring the spatial
context of 2D image space. In BoVW-based image repre-
sentation, histograms of visual words are the feature vectors
of images. The spatial information provides discriminating
details in classification-based problems and performance of
the BoVW model suffers due to the order-less representa-
tion of the image [7].

The spatial contents from different semantic regions can
be extracted by dividing an image into triangular regions
(level-1 and level-2 triangles) [8]. Figure 1 represents the
spatial triangular relationship between different images
from the Corel image database. The objects or regions of
interest are likely to be located within different sub-blocks
of triangles. This division is a possible solution for the addi-
tion of spatial information and reduction of the semantic gap
between high-level image semantic, and low-level feature of
the image.

The commonly used approaches applied for the extrac-
tion of spatial information are geometric coding [10], ran-
dom sample consensus (RANSAC) [7] and visual word
co-occurrence [11]. These approaches are reported to be
computationally expensive and introduce the problem of
overfitting on the dictionary of larger sizes [12]. The
approach of [13] is to extract the spatial information from
different sub-regions of the image by computing histograms
of visual words from each of the divided sub-region. This
approach divides an image into several rectangular grids
and constructs histograms of visual words from each region
of the grid. The division of an image into sub-block for
extraction of spatial information is reported effective for
content-based image retrieval [8, 14]. Keeping in view the
effective performance of [13] and spatial context available

Fig.1 The content-based
spatial triangular relationship
between the images of the Corel
image database [8, 9]
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in different sub-regions, the proposed image representation
is extracting the histograms of visual words over the four
triangular regions on the basis of weighted average. In our
previous work [8], we extracted the histograms of visual
words from two and four triangular regions (level-1 and
level-2 triangles). In-case of level-1 triangles, for a vocabu-
lary of size N, an image is represented as 2 x N visual words.
In-case of level-2 triangles, for a vocabulary of size N, an
image is represented as 4xN visual words. The proposed
image representation in this research article is different from
the previous work as we are applying the weighted aver-
age on histograms of triangular regions and representing an
image in a size that is equal to the size of the dictionary. In-
addition to this, dense features are extracted at multi-scales
and different step sizes or pixel strides to determine the best
performance of the proposed approach, and the problem of
overfitting on the dictionary of larger sizes is also addressed
in this approach. The proposed approach also outperform as
compared to our existing proposed approach [8]. These are
the main contributions of this research article:

1. The addition of spatial information to the inverted index
of BoVW-based image representation.

2. The image representation on basis of the weighted aver-
age of histograms of triangular regions that resolve the
problem of overfitting on a dictionary of larger sizes.

3. Reduction of the semantic gap between high-level
image concepts and low-level features of the image.

4. Automatic image annotation based on the classification
scores.

The rest of the paper is structured as follows: Section 2
reviews the related work. Section 3 presents proposed
methodology. Section 4 presents evaluation measures,
experimental parameters, and results conducted on three
image databases (i.e. Corel-A/1000, Corel-B/1500, and
Scene-15), and computational complexity of the proposed
approach based on WATH, while Section 5 analyzes the
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proposed approach based on WATH as well as present points
towards the future directions.

2 Related work

IBM launched the first system for CBIR [3] and later, dif-
ferent image retrieval techniques were introduced based on
spatial layout, texture, color, and shape [3, 15-18]. In CBIR,
the semantic gap between low-level image representation,
and high-level image visual is a common research problem
[3]. The interest point detectors like scale-invariant feature
transform (SIFT) [19], speeded-up robust features (SURF)
[20], histograms of oriented gradients (HOG) [21], max-
imally stable extremal regions (MSER) [22], and binary
robust invariant scalable keypoints (BRISK) [23] were
applied in various content-based image matching applica-
tions [24-26].

Wang et al. [27] proposed spatial weighting BoF
(SWBoF) approach for the extraction of spatial information
from different blocks of the image. Adjacent block distance,
local entropy, and variance were used for the extraction
of spatial information. The spatial weighting is achieved
by weighting the corresponding visual words with the help
of texture information. Tian et al. [28] introduced a scale
and rotation-invariant edge orientation difference histogram
(EODH) descriptor. The main orientation of each pixel was
extracted by applying a steerable filter, and weighted aver-
age scheme was applied for the construction of codebook
consisting of EODH and Color-SIFT. Yu et al. [29] proposed
feature integration of low-level features for an effective
CBIR. For clustering, the k-means algorithm was applied,
patch-based and image-based integration of mid-level fea-
tures were proposed. As reported by experimental results
of [29], the image-based integration of SIFT-LBP features
improves the performance of CBIR as compared to the
state-of-the-art techniques.

Zeng et al. [30] introduced an image representation that
depends on the generalized histogram of quantized colors.
Gaussian mixture models (GMMs) was applied for quanti-
zation, and expectation-maximization (EM) algorithm was
used for training. Bayesian information criterion (BIC)
was applied for the determination of quantized color bins.
Images were retrieved on the basis of similarity mea-
sure between the respective spatiograms. Walia et al. [31]
proposed a fusion approach for color-based image retrieval.
The texture and color features were extracted by apply-
ing color difference histogram (CDH) and angular radial
transform (ART). A modification in CDH algorithm was
proposed in order to produce more effective results. Yuan
et al. [32] proposed image retrieval approach using features
integration SIFT and LBP. The combination of SIFT-LBP
was selected to enhance the performance in-case of noisy

background and ambiguous objects. Dubey et al. [33] pro-
posed a rotation and scale-invariant hybrid image descriptor
for an effective image retrieval. The color features were
extracted by quantizing the RGB color space, while the tex-
ture was extracted by structuring the patterns that were gen-
erated from locally structured elements. Color and texture
features were integrated to construct the inherent rotation
and scale-invariant hybrid image descriptor (RSHD). Wan
et al. [34] utilized deep learning approach based on convolu-
tional neural networks (CNN) for large-scale image retrieval
and reported effective performance. According to the exper-
imental results, CNN framework based extracted features
produce better results as compared to the traditional feature
extraction approaches [34].

Mehmood et al. [35] proposed an effective image rep-
resentation that was based on local and global histograms
(LGH) of visual words, in order to incorporate spatial infor-
mation into the BoVW model. Guang-Hai et al. [36] empha-
size on the edge-based image representation for image
retrieval named as multi-texton histogram (MTH). MTH
method has the advantages of histogram and co-occurrence
matrix. Where the histogram was built using the characteris-
tic of co-occurrence matrix. Liu et al. [37] proposed texture
classification method using the attributes of compressed
sensing and sparse representation. First of all, from small
image patches, random features were computed, and then
these features were embedded into the BoVW model for
image classification. By using the proposed approach, they
have reduced the computational cost and also reduced the
storage complexity. They claimed that only using the one-
third dimensions of the image patch is enough to represent
the salient information of the image.

In order to improve the performance of CBIR, com-
monly addressed issues in aforementioned CBIR techniques
were incorporation of spatial information [7, 8, 10, 11, 13,
27, 35], reduction of the semantic gap between high-level
semantic and low-level image features [13, 29, 35], com-
putational complexity [8, 37, 38], and rotation as well as
scale-invariant issues [28, 33]. The drawbacks of CBIR
techniques [7, 8, 10, 11, 13, 35] were a problem of over-
fitting on a dictionary of larger sizes as well as these tech-
niques were computationally expensive [12]. The proposed
technique improved performance of CBIR, resolve the prob-
lem of overfitting on a dictionary of larger sizes, incorporate
spatial information, resolve issues of the semantic gap, and
automatic image annotation.

3 Proposed methodology
The basic problem of BoVW-based image representation is

the lack of spatial information [7]. The visual words are rep-
resented in a histogram without considering their locations

@ Springer
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in the 2D image space. The spatial information provides
discriminating details in recognition problems [7]. The pro-
cess of computing 128 x N dimensional SIFT feature vector
on a regular grid across an image is known as dense SIFT
features. After that, a clustering technique like k means is
applied, in which nearest features (dense SIFT feature) are
grouped or clustered together, and the center of each cluster,
called the visual word, represents a patch of the image. The
combination of visual words form a dictionary. The proce-
dure of dividing an image into four triangular regions, and
constructing a histogram of visual words from each triangu-
lar region is known as a triangular histogram. The complete
aforementioned process as shown in Fig. 2 for image repre-
sentation is known as BoVW model. The block diagram of
proposed approach is shown in Fig. 3. The detailed working
procedure of proposed approach based on WATH is given
below:

1. The BoVW representation starts from an image G,

represented as
G = (sjk)

Where (s i) is the pixel at position (j,k).
Dense SIFT features are computed from an image G,
represented as

ey

G = {ig1,142, 143, id4, ..., idn} (2)

Where iy to iz, are image descriptors.
The hard clustering is applied to the dense features
extracted from the whole image through k-means++
algorithm [40] in order to avoid random selection of ini-
tial centroid in the clustering to construct a dictionary
consisting of m visual words, represented by Cy,:

3

Where w; to w,, are visual words that are used to
construct dictionary Cy,.

For the construction of a histogram from the left trian-
gular region of an image, mapping of each visual word
is carried on using the left triangular region of an image.
Similar procedure is followed for the top, right, and bot-
tom triangular regions of each image. The nearest words
are assigned to the quantized descriptors according to
the following equation:

Cw = {wl? w2, w3, w4, ws, ...., wm}

w(d,,) = argmin Dist(w, dy,) “4)

w e Cy

Fig. 2 The methodology of
BoVW model for image
representation [39]

feature

¥

detection
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extract keypoints feature descriptors

Where w(d,,) is representing the visual word assigned
to the m' descriptor d,,, while Dist(w,d,,) is the dis-
tance between the descriptor dy, and the visual word w.
Each image is represented as a collection of four trian-
gular regions and each triangular region is represented
by the visual words.

Four histograms of m visual words are computed from a
single image. The visual words of each triangular region
are mapped to the corresponding triangular region of
the image that is selected using the equations 5-8. The
three points of each triangular region are selected from
each image using the following equations, respectively:

Tn=G(,1),Tn =G, 1), T3 =G(h/2, w/2) (5)
T1=G1,w), T2 =Gh,w), T3 =G(h/2, w/2) (6)
T =G, 1), T =G, w), T,3 =G(h/2,w/2) (7)
Tp1 =G(h, 1), Ty = G(h, w), Tp3 =G (h/2, w/2) (8)

Where Tk, T, T, and Tpi represents the points of left,
right, top and bottom triangular regions of each image,
respectively and k varies from 1 to 3 for each triangular
region. w and & represent the width and height of the
image, respectively.

Histograms are computed using the visual words of
each triangular region of the image and each histogram
is multiplied by weight W. The value of weight W
is selected according to the experimental details men-
tioned in Section 4. The resultant four weighted his-
tograms are concatenated and the resultant information
is incorporated into the inverted index of the BoVW-
based image representation. Consider m as the number
of visual words of the codebook Cy,. Let S, be the set of
the descriptors that are mapped to the visual word wy,
then the ny, bin of the histogram of visual words Ay, is
the cardinality of the set S,, can be represented as

h, = Card(S,)
and
Sp = ign,dn € (1, ..., m) |w(iagn) = wy } )

3.1 Image classification

Support vector machine (SVM) is a state-of-the-art super-
vised learning classification method [16]. The linear SVM
separates the two classes by using a hyperplane. The ker-
nel method [41] is applied using SVM to calculate the dot

clustering vocabulary visual words

feature vector

== - ﬁ' = o £/ -
== .. 4 - ® N 7
: ’4‘.}%2 Bc) wmifse
P & )
T = =
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Class-1 s Class-N

Hard clustering

v

Vocabulary construction

v v

Extraction of histograms on the basis
of weighted average (W=0.25)

Visual words Visual words

v v

Training images representation as spatial triangular
histograms on the basis of weighted average

Fig. 3 The proposed approach of CBIR based on the WATH

Learning of
classifier on
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product in the high dimensional feature map and enables
it to produce non-linear decision regions. The histograms
of visual words constructed on the basis of the weighted
average of triangular regions are concatenated and normal-
ized by applying /2 normalization. In order to normalize
the weighted average based triangular histograms of visual
words, we have applied the Hellinger kernel [42] function of
the SVM on them. Due to the low computational complexity
of SVM Hellinger kernel, it is chosen for classification. The
SVM Hellinger kernel computes the feature space explic-
itly, instead of calculating the kernel values and classifier
still remains linear. For the SVM Hellinger kernel, regular-
ization parameter C is evaluated by applying 10-fold cross
validation function on the set of training images.

4 Experimental parameters and results

The proposed technique of WATH is examined by utiliz-
ing two subsets (Corel-A and Corel-B) of the Corel image
database [9] and Scene-15 image database [13] and the
comparison is performed with state-of-the-art techniques of
CBIR [8, 27, 30, 31, 35]. For all experiments, we have
divided 70% images for training and remaining 30% images
for testing. Keeping in view the unsupervised nature of clus-
tering using k-means, every experiment is repeated 10 times
and during every run, images are automatically randomly
chosen for testing and training processes. The set of cho-
sen images for training are used for the construction of
the dictionary (also known as codebook or visual vocab-
ulary) and image retrieval performance is reported using
test database. The images are retrieved by calculating the
closeness of the classifier score values. The classifier output
label determines the class of image, while the Euclidean dis-
tance is applied between scores of the images stored in an
image database and score of a given query image in order to
determine the output of retrieved images. The detail about
the experimental parameters, performance evaluation, and
results are mentioned in the following sub-sections.

1. The value of weight W: The value of weight W is
used to calculate the weight of each triangular region
to build a histogram of visual words. In-order to assign
equal weight distribution, we selected the value of W to
0.25 to compute a histogram of visual words from each
triangular region. The value of W is selected to 0.25
because we are constructing four triangular histograms
from each image, which result in assigning a weight of
0.25 (1/4 = 0.25) to each histogram. According to [35,
39, 43], increasing the size of the dictionary at some cer-
tain level increases the performance of image retrieval,
which also results in a reduction of the semantic gap,

@ Springer

while larger size of dictionary tends to overfit. In our
previous proposed approach [8], we get the best per-
formance (i.e. MAP of 86.25%) of image retrieval on
a dictionary size of 200 visual words (i.e. 50 visual
words per triangular region x 4 triangular regions =
200 visual words for the dictionary) on the Corel-A
image database. Larger sizes of the dictionary in [8,
35] tend to overfit and also result in a decrease of the
image retrieval performance as well as an increase in
the semantic gap between high-level image semantic
and low-level image features. In the proposed WATH
based approach, we get best performance (i.e. MAP
of 87.85%) of image retrieval on larger size of dictio-
nary (i.e. dictionary size of 600 visual words) due to
assigning weight of 0.25 to each triangular histogram
of the image on the Corel-A image database, which
also result in the reduction of semantic gap due to
increase in the performance of image retrieval. The
performance of proposed WATH based approach is
also analyzed by assigning different weights instead of
assigning the same weight to each triangular histogram
of visual words, which makes the proposed approach
biased and inconsistent, and the performance of image
retrieval decreases on the reported CBIR databases in
this research article.

Dictionary size and percentage of features for the
dictionary construction: The size of dictionary have
an impact on the outcomes of CBIR [39, 43]. An
increase in the size of the dictionary, increases the per-
formance of CBIR, while a larger size dictionary tends
to over-fit. We constructed different sizes of dictionary
from the training database in order to evaluate the best
performance of the proposed approach. To reduce the
computational cost of the training process, we have ran-
domly selected 50% of features from each image from
the training database for the construction of dictionary.
The scale of dense features: The scale of extracted
dense features also affects the performance of content-
based image matching [39, 43]. Extraction of dense
features at multiple scales increases the performance of
image retrieval. We have extracted dense-SIFT descrip-
tors at four different scales that are 4, 6, 8, and 10.
Dense pixel stride or step size: The dense pixel stride
is utilized in order to control the steps of the dense
grid. A larger pixel stride makes the grid coarser, while
a smaller pixel stride makes the grid finer. We have
evaluated proposed approach using four different pixel
strides that are 5, 10, 15, and 20. For dense pixel strides
of 5, 10, 15, and 20, SIFT descriptor is calculated after
every 51, 101, 15% and 20" pixel, respectively as
shown in Fig. 4.
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Fig. 4 Different scales of dense
SIFT features on sample image
of the Corel-A database [44]

Scale 5 of dense pixel stride

Scale 15 of dense pixel stride

4.1 Evaluation measures

The performance of proposed approach is evaluated by mea-
suring the precision and recall parameters. The precision
determines the number of correctly retrieved images over
the total number of retrieved images from the test image
database and it measures the specificity of image retrieval
system, represented as:

Rc

Precision = — (10)
t

Where R, is the total number of correctly retrieved images
and R; is the total number of retrieved images. The ratio of
correctly retrieved images over the total number of images
of that semantic class in the image database is known as
recall and it measures the sensitivity of the image retrieval
system, represented as:

R ll—R” (11)
ecaill = T

s

Scale 20 of dense pixel stride

Where T is the total number of images in the semantic class
s and R, is the correctly retrieved images.

4.2 Performance evaluation on the Corel-A image
database

The Corel-A image database [44] is a subset of the Corel
image database [9] that is commonly utilized for the eval-
uation of CBIR approaches [8, 27, 30, 31, 35]. There are
10 semantic classes in Corel-A image database and each
semantic class contains 100 images. Figure 5 shows a sam-
ple of images from 10 semantic classes of the Corel-A
image database. Figure 6 represents the mean average pre-
cision (MAP) values for top-20 image retrievals obtained
from the proposed approach, using the dense pixel strides of
5, 10, 15, and 20, respectively. We have selected the result
of top-20 image retrievals because state-of-the-art image
retrieval techniques [8, 27, 30, 31, 35] are also reported for
top-20 image retrievals.

Fig. 5 Sample images from 10 semantic classes of the Corel-A image database [44]
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Fig. 6 Comparison of proposed
approach based on WATH with
baseline competitor on the
Corel-A image database

—e— Proposed approach of WATH with dense pixel stride of 5
—=— Standard BoVW approach with dense pixel stride of 5
—e— Proposed approach of WATH with dense pixel stride of 10
—— Standard BoVW approach with dense pixel stride of 10
—+— Proposed approach of WATH with dense pixel stride of 15
--o—- Standard BoVW approach with dense pixel stride of 15
--@-- Proposed approach of WATH with dense pixel stride of 20
--@- Standard BoVW approach with dense pixel stride of 20
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According to the experimental results shown in Table 1,
on a dictionary size of 600 visual words, standard 95% value
of confidence interval is 87.67-87.89 with 5% significance
level result in better MAP and moderate standard error as
compared to other reported values of dictionary sizes. Fur-
ther statistical investigation is also performed to strengthen
the findings of proposed approach based on WATH. In

Table 1, we have also applied the Wilcoxon matched-pairs
signed-rank test to compare results on the dictionary size of
600 visual words with dictionary sizes of 60, 100, 200, 400,
and 800 visual words as well as with proposed approach
of [8]. According to the statistical analysis results of the
Wilcoxon matched-pairs signed-rank test, the dictionary
size of 600 visual words shows statistical significance with

Table 1 Statistical analysis of

MAP on the Corel-A image Dictionary size, 60 100 200 400 600 800

database with a dense pixel Features % used

stride of 5 (bold values indicate

the highest MAP and lowest 10 % 80.96 82.78 85.15 85.65 87.63 87.52

standard error) 25 % 81.11 82.91 85.23 85.80 87.81 87.65
50 % 81.40 83.66 85.28 86.84 87.85 87.73
75 % 81.79 83.69 85.31 86.83 87.83 87.74
100 % 81.94 83.70 85.49 86.82 87.82 87.79
MAP 81.440 83.348 85.292 86.388 87.788 87.686
Std. Dev. 0.422 0.461 0.126 0.607 0.089 0.105
Conf. Interval 80.91- 82.77- 85.13- 85.63- 87.67- 87.55-

81.96 83.92 85.44 87.14 87.89 87.81

Std. Error 0.188 0.206 0.056 0.271 0.040 0.047
Statistical results of Wilcoxon matched-pairs signed-rank test
Z-Value 2.023 2.023 2.023 2.032 [8]12.023 2.023
P-Value 0.0431 0.0431 0.0431 0.0422 [8]10.0431 0.0431
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Table 2 Performance measure

of MAP for top-20 image Class/Method Proposed Spatial Spatial GMM Color Spatial
retrievals on the Corel-A image WATH level-2 LGH spa- fusion BoF
database (bold values indicate approach approach approach tiogram [31] [27]
class-wise top two MAP) (8] [35] [30]
Africa 77.82 69.08 73.03 72.50 51 64
Beach 79.56 72.20 74.58 65.20 90 54
Buildings 80.75 84.85 80.24 70.60 58 53
Buses 95.74 95.75 95.84 89.20 78 94
Dinosaurs 98.12 100 97.95 100 100 98
Elephants 89.54 89.99 87.64 70.50 84 78
Flowers 86.87 94.01 85.13 94.80 100 71
Horses 89.41 86.38 86.29 91.80 100 93
Mountains 85.78 82.85 82.43 72.25 84 42
Food 84.92 85.88 78.96 78.80 38 50
MAP 87.85 86.27 84.21 80.57 78.30 69.70

all the other considered dictionary sizes as well as with pro-
posed approach of [8], because the P-value is less than the
level of significance o = 0.5 in all cases.

According to the experimental results shown in Fig. 6,
the best MAP for top-20 image retrievals is obtained using
dense pixel strides of 5, 10, 15, and 20 is 87.85%, 84.83%,
82.90%, and 80.25%, respectively using 50% feature per-
centage, and dictionary size of 600 visual words. For every
experiment, the image retrieval precision decreases with the
increase in pixel stride and vice versa. In order to show
the performance of proposed approach based on WATH,
the precision and recall for top-20 image retrievals obtained
using the proposed approach on a dictionary of size 600
visual words (the dense pixel stride of 5 and 50% fea-
ture percentage) are compared with state-of-the-art image
retrieval techniques [8, 27, 30, 31, 35] and presented in
Tables 2 and 3, respectively.

The experimental analysis in Table 2 shows that best
MAP of the proposed approach using the dense pixel stride
of 5 is 87.85%. The best values of average precision and
recall are mentioned as bold in Table 2 and Table 3. The
MAP obtained from the proposed approach on the basis
of WATH is better than the existing state-of-the-art image
retrieval techniques [8, 27, 30, 31, 35].

Figures 7 and 8 shows the top-20 image retrieval results
obtained on the basis of a similarity measure for the seman-
tic classes “Buses” and “Dinosaurs”, respectively. The
numeric value shown at the top of every image is the score
or classifier decision value that is utilized to retrieve simi-
lar images by applying the Euclidean distance between the
score of the query image and the images placed in an image
database. The image shown at the top of Figs. 7 and 8 is
the query image, while rest of the images are the retrieved
images in the response to given query image.

Table 3 Performance measure

of recall for top-20 image Class/Method Proposed Spatial Spatial GMM Color Spatial
retrievals on the Corel-A image WATH level-2 LGH spa- fusion BoF
database (bold values indicate approach ~ approach  approach  tiogram [31] [27]
class-wise top two recall) [8] [35] [30]
Africa 15.56 13.82 14.61 14.50 10.20 12.80
Beach 1591 14.44 14.92 13.04 18.00 10.80
Buildings 16.15 16.97 16.05 14.12 11.60 10.60
Buses 19.15 19.50 19.17 17.84 15.60 18.80
Dinosaurs 19.62 20.00 19.59 20.00 20.00 19.60
Elephants 17.91 18.00 17.53 14.10 16.80 15.60
Flowers 17.37 18.80 17.03 18.96 20.00 14.20
Horses 17.88 17.28 17.26 18.36 20.00 18.60
Mountains 17.15 16.57 16.49 14.45 16.80 08.40
Food 16.98 16.54 15.79 15.76 07.60 10.00
Mean 17.37 17.25 16.84 16.11 15.66 13.00
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Fig. 7 Image retrieval result shows reduction of a semantic gap for the semantic class “Buses” of the Corel-A image database
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Fig. 8 Image retrieval result shows reduction of a semantic gap for the semantic class “Dinosaurs” of the Corel-A image database
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Buildings,Architecture,Sky Flower,Architecture,Sky
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Buildings,Architecture,Sky

Buildings,Architecture,Sky

Buildings,Architecture,Sky Buildings,Architecture,Landscape Buildings,Architecture,Sky

Buildings,Architecture,Sky  Buildings,Architecture,People
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Fig. 9 Top-20 retrievals of semantic auto-image annotation using keyword “Buildings” for the semantic class “Buildings” of the Corel-A image

database

In order to retrieve the images by using text-based search,
instead of giving query image, we have also retrieved
the images using automatic image annotation (AIA) [16],
whose results are shown in the Figs. 9 and 10. AIA [16]
is a technique that is utilized to represent an image in the
form of high-level language keywords (annotations). The
predefined semantic class labels that are used for the 10
semantic classes of Corel-A image database are Africa,
People, Beach, Sky, Buildings, Architecture, Buses, Trans-
port, Dinosaurs, Animals, Elephants, Forest, Flowers, Gar-
den, Horses, Grass, Mountains, Landscape, Food, and
Restaurants. We have evaluated our proposed approach by
assigning 3 annotations per image. Top two classification

Buses,Transport,Sky Buses,Transport,Architecture

Buses,Transport,Sky

scores are obtained after classification for each image and
first two annotations are assigned on the basis of occurrence
of first classification score, while the third annotation is
assigned on the basis of occurrence of second classification
score for each image.

4.3 Performance evaluation on the Corel-B image
database

There are 1500 images in the Corel-B image database [9]
that are categorized into 15 semantic categories. Figure 11
shows a sample of images from each semantic category of
the Corel-B image database. The Corel-B image database

Buses,Transport,Sky

Buses,Transport,Sky

Fig. 10 Top-20 retrievals of semantic auto-image annotation using keyword “Buses” for the semantic class “Buses” of the Corel-A image database
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Fig. 11 Sample images from 15 semantic classes of the Corel-B image database [44]

was also utilized for the performance measure of image According to the experimental results as shown in Fig.
retrieval approaches [30, 45]. Figure 12 shows the MAP val- 12, the best MAP obtained from the proposed approach
ues obtained from the proposed approach using dense pixel ~ on a dictionary size of 800 visual words using dense pixel
strides of 5, 10, 15, and 20, respectively. strides of 5, 10, 15, and 20 with a dictionary size of 800

Fig. 12 Comparison of R . .
proposed approach based on —e— Proposed approach of WATH with dense pixel stride of 5

WATH with baseline competitor —m— Standard BoVW approach with dense pixel stride of 5
on the Corel-B image database —e— Proposed approach of WATH with dense pixel stride of 10
—— Standard BoVW approach with dense pixel stride of 10
—+— Proposed approach of WATH with dene pixel stride of 15
--o-- Standard BoVW approach with dense pixel stride of 15
--1-- Proposed approach of WATH with dense pixel stride of 20
--®-- Standard BoVW approach with dense pixel stride of 20
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Table 4 Performance

measures of precision and Performance Proposed SQ + GMM + I-CFS-EM
recall on the Corel-B image measures WATH Spatiogram mSpatiogram approach
d_atabase (bold values indicate approach [30] [30] [45]
highest MAP and recall)
Precision 84.38 63.95 74.10 84.00
Recall 16.88 12.79 13.80 16.80

visual words is 84.38%, 83.03%, 81.61%, and 80.23%,
respectively. For every experiment, the image retrieval pre-
cision obtained using dense pixel stride of 5 is better than
that of 10, 15, and 20 pixel strides. Table 4 shows the
performance measures of precision and recall obtained
using the proposed approach (with dense pixel stride of
5 and dictionary size of 800 visual words) with existing
state-of-the-art image retrieval approaches [30, 45]. The
comparative analysis in Table 4 shows that the proposed
approach based on WATH outperform as compared to the
state-of-the-art CBIR approaches [30, 45].

4.4 Performance evaluation on the Scene-15 image
database

There is total of 4485 images in the Scene-15 image
database [13] that are categorized into 15 semantic classes,
and each category consists of 200-400 semantic images.
Figure 13 shows a sample of each image from all the cate-
gories of the Scene-15 image database. The MAP obtained
using proposed approach based on WATH is compared
with 2x2 spatial rectangular histograms based approach.
The MAP as a function of different dictionary sizes is
graphically presented in Fig. 14.

According to the experimental results shown in Fig. 14
and Table 5, the MAP of 81.94% is obtained using WATH
approach on a dictionary size of 1000 visual words (with
dense pixel stride of 5), while MAP obtained using 2x2
spatial rectangular histograms based approach is 80.08%
(with pixel stride of 5 and dictionary size of 800 visual
words). The proposed approach on pixel strides of 5, 10,
15, and 20 outperforms 2 x?2 spatial rectangular histograms

based approach on a dictionary of all sizes, as well as
state-of-the-art CBIR approaches [8, 13, 46].

4.5 Computational complexity

The computational complexity of proposed approach is cal-
culated on desktop PC with following specifications; Intel
Pentium (R) Core i7 2.4 GHz microprocessor, 2 GB GPU,
and 8 GB RAM using Windows 7 operating system. The
proposed approach is implemented in MATLAB 2015a,
and by utilizing the training database, the dictionary is for-
mulated offline, and by utilizing the test database, tested
at run time. For only feature computation, average CPU
time required using proposed approach of image resolution
256x384 or 384%256 is shown in Table 6. The computa-
tional complexity of feature computation to image retrieval
for Corel-A image database is shown in Table 7.

5 Conclusion and future directions

This paper presents a novel image representation that adds
the spatial information to the inverted index of BoVW
representation on the basis of WATH approach, reduces
overfitting problem on a dictionary of larger sizes and
semantic gap issue. Equal weight (W = 0.25) is assigned
to the histograms of four divided triangular regions for the
computation of histograms of visual words. Dense features
are extracted at different scales and pixel strides in order to
determine the best performance of the proposed approach
based on WATH. Keeping in view the low computational
cost, classification is performed using SVM Hellinger

Fig. 13 Sample images from 15 semantic classes of the Scene-15 image database
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Fig. 14 Comparison of
proposed approach based on
WATH with 2x2 spatial
rectangular histograms based
approach on the Scene-15 image
database

Table 5 Performance
measures of precision and
recall on the Scene-15 image
database (bold values indicate
highest MAP and recall)

Table 6 Comparison of
computational cost (in seconds)
required for feature extraction
only

Table 7 Comparison of
computational cost (in seconds)
of the proposed approach
(complete framework) with
state-of-the-art CBIR
approaches
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Precision 81.92 79.70 77.00 81.10 81.00
Recall 16.38 15.94 15.40 16.22 16.20
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Number of images Proposed WATH Spatial level-2 BoVW
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Foremost-15 0.6799 0.7050 0.6589
Foremost-20 0.8491 0.8882 0.8213
Foremost-25 1.0121 1.0599 0.9913
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kernel. The proposed approach is evaluated on three image
benchmarks and results are compared with state-of-the-art
CBIR approaches. According to the experimental results,
the proposed approach based on the WATH outperforms
state-of-the-art CBIR approaches. In future, we will eval-
uate the performance of proposed approach using deep
learning for large-scale image retrieval on ImageCLEF and
ImageNET image databases.
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