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Abstract—Although most metaheuristic algorithms claimed
that they have a chance to find the optimal solution if given
sufficient computation time. In fact, a metaheuristic algorithm
may search the same region or particular solutions for a long
time when the search process is approaching the convergence
state. The question that arises now is, how to invest the limited
computing resource to search for the “solutions on the right
region” instead of wasting time to search for the irrelevant
solutions. This paper introduces a new metaheuristic algorithm,
called search economics (SE), for solving optimization problems.
The basic idea of the SE is to depict the solution space based
on the solutions that have been checked by the search algorithm
and use the “information of solution space” to search for the
solution on the convergence process. Based on these concepts,
the investment of a search process will be more meaningful and
thus not easy to fall into local optimum at the early iterations.
The experimental results show that the proposed algorithm can
provide a result that is significantly better than those provided by
state-of-the-art metaheuristic algorithms in terms of the quality.

Index Terms—Metaheuristic algorithms, solution space, and
economics.

I. INTRODUCTION

The successful results of metaheuristics can be easily found

almost everywhere today [1]. It means that the typical appli-

cation field of metaheuristics is for the situation where there

is a complex optimization problem to be solved but there does

not exist a possible way to find the optimal solution in a

reasonable time by using limited computing resources. Unlike

the exhaustive and greedy search algorithms, metaheuristic

algorithm works by guessing the “right” directions for finding

the possible solution; thus, it is not only faster than the

exhaustive search in finding an approximate solution, but it

can also find a better solution than the greedy search does.

For the time consumed, the basic idea of metaheuristics is not

to check all the candidate solutions so as to find the solution

because for some complex optimization problems, checking

every possible solution to find the solution in a reasonable

time using the computers today is simply a mission impossible.

Rather, it tries to use a smart method to guess where good

solutions can be located in the search space. For the quality

of the end result, the basic idea of metaheuristics is to embed

in their search operators the mechanism to escape the local

optimum or to avoid the search process from falling into local

optimum at the early iterations.
Since the development of metaheuristic algorithm can be

dated back to the 1950s or even earlier, the year 2,000 can

be imagined as a simple watershed of these search algorithms.

The discussion of a variety of developmental trajectories for

the state-of-the-art metaheuristics that were presented before

the year 2,000 can be found in [1], [2]. These algorithms can

be divided into two groups by a well-known method, namely,

single-solution-based algorithm (SSBA) versus population-

based algorithm (PBA). The main difference is in the number

of candidate solutions (directions) that is used at the same

time in the search process. The simulated annealing [3] and

tabu search [4] fall into the group of SSBA while the genetic

algorithm [5], ant colony optimization [6], particle swarm

optimization [7], and differential evolution [8] are in the group

of PBA. After the year 2,000, still many new metaheuristics

were presented for solving the complex optimization problem.

The swarm intelligence has become an important research

field because several new metaheuristics are inspired by the

behavior of swarm [9], [10], [11]. In addition to the behavior

of swarm, natural phenomena is another way of thinking

in the development of new metaheuristics, such as harmony

search [12], gravitational search algorithm [13], and coral reefs

optimization [14].

1 Metaheuristic Algorithm()
2 {
3 s = Initialization() I
4 While the termination criterion is not met
5 v = Transition(s) T
6 f = Evaluation(v) E
7 s = Determination(v, f ) D
8 End
9 Output s

10 }

Fig. 1. Outline of a metaheuristic algorithm [15].

As shown in Fig. 1, most metaheuristics contain four

important operators: initialization (I), transition (T), evaluation

(E), and determination (D), where s is a solution or a set of

solutions, v is the state of s after application of the transition

operator, and f is the fitness of v. Except the initialization

operator, transition, evaluation, and determination are the main

operators for each iteration. Their roles are to transit the old

solution to a new one first, then evaluate the quality of the new

solution, and guess the search direction by using information of

the solutions searched in the previous iterations, respectively.
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Most metaheuristics are able to find an approximate solution

very quickly compared with the exhaustive algorithm for com-

plex optimization problems. Some redundant searches on the

search process may not prevent a metaheuristic algorithm from

finding the approximate solution. However, these redundant

searches might bring up undesired problems. For example,

searching the same solutions for a long time will make the

metaheuristic algorithm have a small chance to exit the local

optimum, thus cannot further improve the search results. To

make each search as meaningful as possible, this study presents

a novel metaheuristics algorithm by using information of the

solution space, computing resource, and current solution to

enhance the value of each search. The main contributions of

this paper can be summarized as follows:

1) The main search process is designed from scratch for

distributed computing; thus, no global information needs

to be kept. By using the information of computing

resource and solution space, the search algorithm can

then determine which direction or region is worth being

searched later, just like we have to understand the market

circumstances before we invest. To achieve this goal,

a new search algorithm, called vision search (VS), is

presented in Section II-D.

2) The proposed algorithm will attempt to survey the solu-

tion space on the search process to provide the search

algorithm information about the solution space that it has

already checked. To achieve this goal, a new mechanism

for metaheuristics, called marketing research (MR), is

discussed in Section II-E.

The remainder of the paper is organized as follows. The

basic idea of the proposed algorithm (SE) is given in Section II.

Section III begins with a description of the simulation environ-

ment. Then, the simulation results are given, the performance

of SE and the other algorithms evaluated in this paper is

evaluated. Finally, Section IV draws the conclusion and gives

some future research directions of this research.

II. SEARCH ECONOMICS

A. Notations
To simplify the discussion that follows, the following nota-

tions are used throughout the rest of the paper.

s, si set of investments (solutions) for the optimization

problem in question; i.e., s = {s1, s2, . . . , sn},

where si is the investment of the i-th searcher and

n the number of searchers and investments.

r, rj set of regions in the market (solution space); i.e.,

r = {r1, r2, . . . , rh}, where rj is the j-th region

of the market and h the number of regions.

rbj best good (solution) of region rj .

m,mjk set of goods at all regions in the market; i.e.,

m = {m11, . . . ,m1w, . . . ,mh1, . . . ,mhw}, where

mjk is the k-th good at the j-th region and w the

number of goods at each region.

vi, vijk set of possible investments of the i-th searcher,

which is defined as the crossover of si and all

goods in m. That is, vi = {vijk} where vijk =
si ⊗ mjk with ⊗ being the crossover operator.

e, eij set of expected values; i.e., eij is the expected

value for the i-th investment at the j-th region.

taj number of times the j-th region has been invested

(searched). Initially, taj = 1; its value will be

increased by 1 every time the j-th region is

searched.

tbj number of times the j-th region has not been

invested (searched). Initially, tbj = 1; its value will

be increased by 1 every iteration the j-th region is

not searched but will be reset to 1 if it is searched.

Note that in this study, the solution space is called the

market; the result of a search (i.e., the solution of a search) is

referred to as an investment. Moreover, the solution space is

divided into a set of subspaces called regions. Based on the

concept of investment, a searcher is an agent who determines

which region is worth being invested; that is, worth being

searched.

B. The Concept

Most of the metaheuristics search for the solution without

information of the solution space; that is, in a way just like

a traveler who does not carry a map and has no methods

to find the right way. Although without map to guide the

traveler to the right direction, he or she still has a chance

to reach the destination. However, the traveler may have a

“very small chance” to reach the destination, especially when

the geographical environment is complicated and large. By a

very small chance, it means that the event of reaching the

destination is incredibly unlikely to happen. In the very rare

case, the traveler may still reach the destination after trial and

error for a long time. Nevertheless, we just do not know “how

much unnecessary long way” the traveler has traveled. The

traveler may never find the right way to reach the destination

until he or she gives up. This is just like we still have a chance

to make money from a haphazard investment even if we do

not understand the situation of the market. The bottom line

is that we do not waste too much money on an investment,

which can be regarded as the computing resource that has to

be invested in the right region in the solution space so as to find

the optimal solution of an optimization problem in question.

The basic idea of the proposed algorithm is that you get
whatever solution for which you actually pay. The idea is to

reduce the number of redundant searches in the search process,

thus making each search of metaheuristics as meaningful as

possible, instead of just a wild guess in the traditional way

of search. That is why the search of metaheuristics on the

solution space is regarded as an investment in this study.

This concept implies that how the search of metaheuristics

is performed and how the candidate solutions are measured

will be very different. Here are some of the concerns. First

comes an important information for search—the number of

times a region is searched. This means that if the objective

values of solutions of two different regions are the same, their
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potentials may still be different because one region may have

been searched for many more times than the other region.

This is just like mining. Spending 100 days finding the gold

which is worth 100 U.S. dollars in a region is very different

from spending 1 hour finding the gold which is also worth

100 U.S. dollars in the same region. Second comes that the

region which has not been searched for a long time will have

a higher chance to find better solutions than the other regions

which have been searched frequently. Third comes how to

make metaheuristics work in parallel computing environment.

Therefore, the parameters and information of the proposed

algorithm cannot be centralized. In response to a parallel com-

puting environment where the computing resources (nodes)

may be increased or decreased dynamically, the design of the

proposed algorithm also takes into account this implementation

issue. Each computer node will be assigned a searcher and a

region so that each computer node can be used to search the

candidate solutions and record the searched information. This

means that the proposed algorithm can increase the number

of search directions and record more searched information as

the number of computer nodes increases. By using this design,

even though each computer node of SE does not have global

information, it can still be used to search the solution just like

it has the global information because the searched information

will be exchanged between searchers and regions.

As shown in Fig. 2, assume we have four computer nodes

(resources), the proposed algorithm will create four searchers

each of which are associated with an investment si (i.e.,

solution). The solution space (called the market in this study)

will then be divided into four regions each of which have two

possible goods (i.e., candidate solutions). Considering these

factors, it is the perspective of investment and information

of marketing research that will be used in the design of the

proposed algorithm.

m11

m12

m21

m22

m31

m32

m41

m42

s1
s2

s4

s3

Fig. 2. The basic idea of SE.

Fig. 3 shows that the proposed algorithm consists of three

main operators. The Resource Arrangement operator plays the

role of assigning the searchers to the regions of the market;

the Vision Search operator the role of searching; and the

Marketing Research operator the role of keeping track of

information of each region for the search operators.

C. Resource Arrangement

As shown in Fig. 4, the Resource Arrangement operator

(RA) will divide the market (the solution space) into h regions.

RA will first create w possible goods (candidate solutions) for

each region rj , all randomly, and then find the best good rbj

1 Search Economics()
2 {
3 s = Initialization() I
4 m = Resource Arrangement(s, r)
5 While the termination criterion is not met
6 s = Vision Search(s, m) T, E, D
7 m = Marketing Research(s, m)
8 End
9 Output s

10 }

Fig. 3. Outline of the proposed algorithm.

of each region rj . The i-th searcher will randomly choose a

good in the i-th region to invest, which means that at the very

beginning of the search, the i-th searcher will be assigned to

the i-th region if n = h; otherwise, some of the regions may

be assigned either more than a searcher randomly or none at

all.

1 Resource Arrangment(s, r)
2 {
3 r = Divide the solution into h regions
4 For j = 1 to h
5 For k = 1 to w
6 mjk = Random(rj )
7 End

8 rbj = Best(mj )

9 End
10 For i = 1 to n
11 si = Assign(m)
12 End
13 }

Fig. 4. Outline of the resrouce arragnment operator.

D. Vision Search

1 Vision Search(s,m)
2 {
3 v = Transition(s, m) T
4 e = Expected Value(v, m, ta, tb) E
5 s = Determination(v, e) D
6 }

Fig. 5. Outline of the vision search operator.

As shown in Fig. 5, the Vision Search operator (VS)

is composed of three sub-operators to transit, evaluate, and

determine the solution. Basically, this operator is similar to

a traditional metaheuristic algorithm, implying that it can be

replaced by a traditional metaheuristic algorithm as long as

the evaluation and determination operators of the traditional

metaheuristic algorithm can be adapted to fit with the spirit of

the proposed algorithm. In this study, the transition operator

is borrowed from the genetic algorithm for exchanging the

information between the solutions; that is, in this study, the

transition operator is composed of the crossover and mutation

operators of the genetic algorithm. Unlike the genetic algo-

rithm for which the information exchange is between chromo-

somes in the same population, the information exchange in the
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proposed algorithm is between the “investment” of searchers

and the “goods” of regions. Since there are n searchers and w
goods (candidate solutions) each region, the transition operator

will create a set of temporary candidate solutions v where

vijk is obtained by exchanging the information between the

investment of the i-th searcher si and the k-th good of the

j-th region mjk.

Unlike the traditional metaheuristics for which the fitness

of a solution is evaluated in terms of the fitness or objective

value, for SE, the fitness of the good of the i-th searcher at

the j-th region is evaluated in terms of the expected value eij
defined by

eij = f1(Mj)f2(Vi
j)f3(ρj). (1)

In brief, Eq. (1) says that the expected value eij is composed

of three pieces of information each of which is as described

in turn below.

1) the status of the investment at the j-th region defined by

f1(Mj) =
tbj
taj
, (2)

which is used to measure the return of an investment at

a particular region of the market. In other words, it is

aimed at reducing the redundant searches in a region or

to avoid falling into local optimum for a long time;

2) the objective value of the i-th searcher defined by

f2(Vi
j) =

∑w
k=1 f(v

i
jk)

w
, (3)

which is a measure of the potential of the investment

of the i-th searcher at the j-th region based on the

temporary candidate solutions in v.

3) the proportion or weight of the objective value of the

best so far solution of each region of the market defined

as

f3(ρj) =
f(mj)∑h
j=1 f(mj)

. (4)

In this study, the determination operator of SE is the

tournament operator of the genetic algorithm but with a

minor change. That is, the i-th searcher has to decide which

region to invest although it is associated with the i-th region

initially. Since the proposed algorithm is designed from scratch

not to centralize all the information, in addition to vii, the

determination operator will also randomly choose some of the

vij for i �= j to enter the tournament process and then choose

the better one to be the investment of the i-th searcher.

E. Marketing Research

As shown in Fig. 6, the Marketing Research operator (MR)

contains two kinds of operations: (1) update the market; i.e.,

keep information of the solutions that have been checked, and

(2) accumulate the values of ta and tb. For the Update(s,

m) operator, the main idea is to record everything about

the solutions that have been checked to improve the search

performance. However, there is simply no way to save all the

searched solutions, i.e., the search history, because no matter

how large it is, the memory space is limited. The trade-off the

update operator takes is to save as much the information of the

searched solutions (investments) as it can to achieve this goal.

In this study, we try to keep k goods (candidate solutions) in

each region. When finding a better good (vijk > rbj) in region

rj , the update operator will use this good to replace one of

the current goods in the same region. One possible solution to

this problem is to compress the searched solutions into a single

solution. In this case, the means of the searched solutions can

be used to represent the searched solutions of SE which is

defined as

πjk = (π′
jk × |π′

jk|+
∑

z∈πjk

z)× 1

|πjk| , (5)

where πjk represents the k-the group of the j-th region

that contains |πjk| searched solutions (goods) from the very

beginning to the current iteration; π′
jk the mean of the searched

solutions from the first iteration to the last iteration; |π′
jk|

the number of searched solutions from the first iteration to

the last iteration; z a searched solution. When mjk is set

to πjk, it means that all the the goods can be used to keep

the search experience from the first iteration to the current

iteration. Another solution is to perform a local search on the

i-th region first and then use the common structure of sub-

solutions to represent a set of searched solutions. In addition

to relying on the compression or geoinformatics techniques

to keep track of the information of searched solutions, random

sampling is a makeshift method before we find a novel method

to keep track of all the information of the search process of

SE.

1 Marketing Research(s,m)
2 {
3 m = Update(s, m)
4 ta = Accumulate1(s, m)

5 tb = Accumulate2(s, m)
6 }

Fig. 6. Outline of the marketing research operator.

The other important operation of MR is the accumulate

operator. As shown in Fig. 6, taj denotes how much computing

resource we have invested on the j-th region while tbj denotes

how many times SE searches the other regions but not the j-th

region. If a searcher invests the j-th region, then tbj will be set

to 1 and taj = taj +1. Then, SE can use Eq. (2) to measure the

potential of each region. For example, if the objective value

of good (solution) m11 equals the objective value of good

m21 but f1(M1) > f1(M2), then it stands for the fact that

good m11 has a higher potential than good m21 because SE

invests much more computing resource searching region 2 than

searching region 1 (e.g., ta1 < ta2) or SE has not been searching

region 1 longer than searching region 2 (e.g., tb1 > tb2). Based

on this concept, SE can avoid searching a particular region in

the search space; instead, it will search more the regions that

have a higher potential to find a better solution.
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F. Summary

It can be easily understood that the basic idea of SE is

how to use the “limited computing resources” to search for

the solution in a “huge solution space.” Since the computing

resources we have are generally less than the computation costs

we have to spend if we want to check every possibile solution

in the solution space, the priority is then to make each search

as meaningful as possible. Overall, it means that although the

basic idea of metaheuristic algorithm is a strategical guess,

we have to think about how to avoid duplicate and irrelevant

guesses (i.e., searches). It is something like a good marketing

research that can help us increase the successful rate of

investment. It also means that SE has to know why searching a

particular region. In summary, SE will map the solution space

(i.e., the marketing research of SE) first and then search regions

in the solution space that have a higher potential than the other

regions to make a search as meaningful as possible. This is the

main idea of the proposed algorithm which is aimed at finding

the solution by the SE with limited resources. Moreover, if SE

gets more computation resource on the convergence process,

it will invest the resource to search for regions which have a

higher potential than the other regions by using Eq. (1).

III. EXPERIMENTAL RESULTS

A. Experimental Environment and Parameter Settings

The empirical analysis was conducted on a PC with

2.50GHz Intel Core 2 Quad CPU Q8300 and 4GB of memory

using Fedora 15 running Linux 2.6.42.9-1.fc15.x86 64, and

the programs are written in C++ and compiled using g++.

The problem used in the evaluation of the performance of the

proposed algorithm is the OneMax problem [16]. It is an opti-

mization problem the goal of which is to maximize the number

of one’s in a bit string. That is, assume x = 〈x1, x2, . . . , xN 〉
where xi ∈ {0, 1} is the string. Then, the goal is to maximize:

F (x) =
N∑

i=1

xi. (6)

Apparently, the optimal solution of this problem is a bit string

with all ones. For instance, if N = 5, then the optimal

solution is x = 〈1, 1, 1, 1, 1〉. The OneMax problem is used

as the touchstone of the proposed algorithm SE, for it can

be easily transformed to the other optimization problems. In

this study, we compare the performance of simulated annealing

(SA) [3], genetic algorithm (GA) [5], and search economics

(SE). The parameter settings of SA are as follows. The number

of neighbors is set equal to 7. The parameter settings of

GA are as follows. The population size is set equal to 8;

the crossover rate to 0.8; the mutation rate to 0.001. The

tournament selection and one-point crossover are used as the

determination and transition operators. The parameter settings

of SE are as follows. The number of searchers n is set equal

to 4; the population size h to 4; the number of possible goods

(the number of samples of each region) w to 2; taj = 1; and

tbj = 1 initially, i.e., at the first iteration. Note that in this study,

we assume n = h. Note that because the OneMax problem is

not an NP-hard problem, the random sampling is used as the

update operator of the MR of the proposed algorithm. Also

note that some additional checks are added to the determination

of the VS; that is, the searcher chooses the new investment if

it is better than the current investment. Each experiment is

carried out for 30 runs, and the number of iterations each run

is set equal to 1,000. All the experimental results shown are

the average of 30 runs.

B. Results

As shown in Table I, SE provides a better result than the

other metaheuristics compared in this study. The results of the

simple GA are denoted GA1 and GA2 in Table I, respectively.

For GA1, the number of chromosomes is set equal to 8;

the crossover rate to 0.8; and the mutation rate to 0.1. For

GA2, the number of chromosomes is set equal to 20; the

crossover rate to 0.8; and the mutation rate to 0.2. Although

SA gives a better result than GA1, it does not mean that the

performance of GA is worse than that of SA. According to our

observation, this is because the performance of GA is affected

by the number of chromosomes (which is too small in this

case) and the crossover and selection operators; therefore, GA

cannot find a better result for large OneMax problems, i.e.,

for N = 500 and N = 1, 000 in this case. Although GA2

still cannot provide a better result than SA, the results show

that the performance of GA can be improved by increasing the

number of chromosomes during the convergence process.

TABLE I
COMPARISON OF QUALITY.

dataset SA GA1 GA2 SE
N = 10 10.00 10.00 10.00 10.00
N = 50 49.60 48.93 49.67 50.00
N = 100 96.47 93.67 96.27 100.00
N = 500 457.87 363.03 404.60 493.03
N = 1, 000 897.70 633.13 701.83 937.77

The results of SE show that the proposed algorithm can

provide a better result than the other two metaheuristics com-

pared in this study. According to our observation, the proposed

algorithm can prevent the search diversity from decreasing

or moving towards particular search directions because the

search directions depend not only on the objective or fitness

values but also on the information of the solution space that

is also taken into account by SE. Table I also shows that the

proposed algorithm gives a result that is close to the optimal

solution, using only a simple transition operator to exchange

the information. This means that the search performance of the

proposed algorithm can be enhanced by using the transition

and determination operators of different metaheuristics.

C. Circumstances of Convergence

Fig. 7 shows the convergence of SE for three OneMax

problems (problems with N = 10, 100, and 1, 000, respec-

tively). Because the initial solutions are randomly generated,

the distance between the solution found by SE to the optimal

solution is started with 0.5 while 1.0 represents the solution
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Fig. 7. The convergence of SE for the OneMax problem.

found by SE is exactly (i.e., 100%) the same as the optimal

solution. From these results, it can be easily seen that the pro-

posed algorithm can find an approximate solution or even the

optimal solution if we invest enough computing resources. For

example, in the case of the OneMax problem with N = 10 and

N = 100, the proposed algorithm can find the optimal solution

at iteration 20 and 570, respectively. Although SE cannot find

the optimal solution of the problem with N = 1, 000 within

1,000 iterations, the trends show that the results might be

improved at later iterations.

That is why we conducted another simulation to further

understand the performance of SE. The simulation results show

that the proposed algorithm is almost capable of finding the

optimal solution after 4,895 iterations on average. As a matter

of fact, there is no guarantee that SE find the optimal solution

every run; but the results show that it outperforms the other

metaheuristics compared in this study. These results also show

a distinguished feature of SE; that is, SE does not converge to a

local optimum quickly. The reason is that the search diversity

will not be degraded quickly even at the later iterations of

the convergence process. That is, each region still has a good

chance to be searched whereas the other metaheuristics may

have converged to particular regions already. But this does not

mean that SE can use only that kind of transition operator;

rather, SE can actually use other transition operators to enhance

its search performance for optimization problem.

IV. CONCLUSION

This paper presents an effective method, called search

economics (SE), to enhance the performance of metaheuristic

algorithm, by keeping track of information collected from the

search process which includes not only the objective values of

the candidate solutions but also the parts of solution space that

has been explored. The solution presented in this study is to

depict the solution based on the information we have in hand

and the search algorithm can dynamically invest the computing

resources to a region in the solution space that has a higher

potential to find a better solution, meaning that SE will do its

best to invest the computing resources it has to the regions

where a better solution can be found. Since cloud computing

or other parallel computing are the promising technologies,

the proposed algorithm was designed from scratch with these

issues in mind. As a result, by design, the proposed algorithm

does not have the global information; instead, each searcher

(computer node or worker) will play the role of keeping track

of the solutions belonging to, and the best solution of, its

region. With the addition of computing resources (computer

nodes) to the search process, SE, by design, will divide a region

into two new regions and then assign the searcher belonging

to the original region and a new searcher to these two new

regions to achieve the goal of parallel computing on the fly.

In the future, our goal is to apply the SE to other optimization

problems to show the performance of the proposed algorithm.
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