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1. INTRODUCTION

Let T = t1t2 · · · t|T | be a string over a finite alphabet set �,
where |T | denotes the length of T and ti ∈ � for integer i with
1 � i � |T |. Substring ti ti+1 · · · tj of T with 1 � i � j � |T |
is represented by Ti,j . For simplicity, we also use Tj to represent
Ti,j when i = 1. Measuring the similarity or difference between
two strings is fundamental to many applications. For this
purpose, many measures are defined, and the longest common
subsequence (abbreviated as LCS) is possibly the most popular
one. A subsequence of a string is obtained by deleting zero or
some (not necessarily consecutive) characters from this string.
A common subsequence of strings X and Y is a subsequence in
both X and Y , where |X| = m and |Y | = n. An LCS of X and Y

is a common subsequence with the maximum length. The LCS
problem is to find an LCS between X and Y .

In [1], Tsai introduced the constrained longest common
subsequence problem (the CLCS problem for short) which
is described as follows: Given two strings X and Y and a
constraining string P , a string Z is called a CLCS of X and
Y with respect to P if Z is a LCS of X and Y containing P

as a subsequence. The CLCS problem is to find a CLCS for X

and Y with respect to P . In [1], Tsai gave an O(m2n2r)-time
algorithm for solving the CLCS problem, where m, n and r

are the lengths of X, Y and P , respectively. In [2], Chin et al.
(and independently,Arslan et al. [3]) proposed an O(mnr)-time
algorithm for solving this problem. Iliopoulos and Rahman [4]
proposed an algorithm for solving the CLCS problem in O(m+
n + rq log log(m + n)) time, where q is the total number of
ordered pairs of positions at which X and Y match.

Run-length-encoding strings are a simple technique to
compress strings. It divides a string into several runs and each
run consists of maximal consecutive identical letters. A run-
length-encoded string (RLE string for short) X is represented
by r

�1
1 r

�2
2 · · · r�M

M , where rj for 1 � j � M is the repeated
character of run j and �j is its corresponding run-length. For
example, the RLE string of string bdcccaaaaaa is b1d1c3a6.
The reader is referred to [5] for the details of RLE strings.

The string alignment problem with RLE strings has been
widely studied [6–17]. Ann et al. [7] proposed an O(r(mN +
nM))-time algorithm for solving the CLCS problem with
RLE strings, where M and N are the numbers of runs in
X and Y , respectively. In this paper, we propose an O(r ×
min{mN, nM})-time algorithm for solving the problem.

The remaining part of this paper is organized as follows. In
some preliminaries are introduced in Section 2. In this section,
we also explain the reason why our algorithm is better than
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the algorithm in [7]. In Section 3, we introduce the recurrence
formula introduced in [2] for solving the CLCS problem.
Some properties of CLCS with RLE strings are introduced in
Section 4. We also introduce our O(r × min{mN, nM})-time
algorithm in this section. Finally, concluding remarks and open
problems are given in Section 5.

2. PRELIMINARIES

In this section, we introduce some terms which are used in
the rest of this paper. We also use examples to illustrate the
algorithms proposed in [2, 7]. Note that the algorithm proposed
in [7] is with RLE strings while the algorithm proposed in [2]
is used to solve the CLCS problem when strings are not
encoded. After that, we use an example to illustrate our result
so that the reader can understand what we want to improve the
algorithm in [7].

We assume that |X| = m, |Y | = n and |P | = r and the
numbers of runs in X, Y and P are M, N and R, respectively.
We also assume that X = r

l1
1 r

l2
2 · · · rlM

M , where ri for 1 � i � M

is the repeated character of run i and li is its run-length.
Let �i,j,k stand for the length of a CLCS of Xi and Yj with

constraining string Pk . By using the recurrence formula defined
in [2], �i,j,k can be computed as follows:

�i,j,k =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
�i−1,j−1,k−1 + 1 if k > 0 and xi = yj = pk,

�i−1,j−1,k + 1 if xi = yj , and either

k = 0 or xi �= pk,

max{�i−1,j,k, �i,j−1,k} if xi �= yj ,

(1)
where 1 � i � m, 1 � j � n and 0 � k � r with boundary
conditions �i,0,0 = �0,j,0 = 0 and �0,j,k = �i,0,k = −∞ for
0 � i � m, 0 � j � n and 0 � k � r .

We call the above formula the standard formula of an CLCS
algorithm. The values of �i,j,k form a 3D dynamic programming
(DP) lattice. We use (i, j, k) to denote an element in a 3D
DP lattice. Let Xa,b, Yc,d and Pe,f be a run in X, Y and P ,
respectively. All elements (i, j, k) in a 3D DP lattice with
a � i � b, c � j � d and e � k � f form a cuboid [7].
Thus, there are N ×M × (R + 1) cuboids in a 3D DP lattice. A
horizontal slice of a 3D DP lattice containing all of the values
�i,j,k for a fixed k, 0 � k � r , is called the kth CLCS table.
Note that, for simplicity, we neglect x0 and y0. However, the
zeroth CLCS table is necessary in our algorithm.

Example 2.1. In Fig. 1, X = ddaaadddd , Y = adaadddd

and P = ddd. We can find that M = 3, N = 4 and R = 1.
Thus, there are M × N × (R + 1) = 24 cuboids. Since p0 = ε

and r = 3, there are four CLCS Tables, i.e. the zeroth–third
CLCS tables (see Fig. 2). For brevity, we use ‘−’ to represent
‘−∞’ in Fig. 2. The zeroth CLCS table contains 12 cuboids and
the thickness of each cuboid is 1 since p0 = ε. The thickness
of the other 12 cuboids is 3 since p1 = p2 = p3 = d.

FIGURE 1. A 3D DP lattice.

In [7],Ann et al. classified cuboids into the following classes:
(a) fully matched cuboids if xi = yj = pk , (b) partially matched
cuboid if xi = yj �= pk , and mismatched cuboids if xi �= yj ,
where (i, j, k) is an element in the cuboid. The prism of a
cuboid contains the elements (i, j, k) with i and j maximal
in the cuboid (see Fig. 3(a)). The face of a cuboid contains the
elements (i, j, k) with i maximal in the cuboid (see Fig. 3(b)).
The surface of a cuboid contains the elements (i, j, k) in which
one of i, j and k is zero or maximal in the cuboid (see Fig. 3(c)).
They also showed that

(i) for a mismatched cuboid, we need only to compute the
elements in its prism,

(ii) for a partially matched cuboid, we need only to compute
the elements in its face and

(iii) for a fully matched cuboid, we need only to compute
the elements in its surface.

Example 2.2. Figure 4 depicts the values which are computed
by the algorithm proposed in [7]. Note that an empty element
in the CLCS table means that it is not necessary to compute
the value of the element. The upper-left blocks in the first–
third CLCS tables form a mismatched block since xi = d and
yj = a. The lower-right blocks in the first–third CLCS tables
form a fully matched block since xi = yj = pk = d. The block
in the second row and the third column in the first–third CLCS
tables form a partially matched block since xi = yj = a and
pk = d.

From Example 2.2, we can find that the most time-consuming
step in the algorithm proposed in [7] is to compute the values of
the surfaces of matched cuboids. Thus, the time complexity of
their algorithm is O(r(mN + nM)). In our algorithm, we need
only to compute the values in the faces of matched cuboids as
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CLCSs with Run-Length Encoded Strings 3

FIGURE 2. An illustration for Equation (1) with X = ddaaadddd , Y = adaaddd and P = ddd.

(a) (b) (c)

FIGURE 3. Prisms, faces and surfaces. (a) The prism of a cuboid. (b) The face of a cuboid. (c) The surface of a cuboid.

well as partially matched cuboids. Figure 5 depicts the values
in each cuboid which are computed by our algorithm.

3. A RECURRENCE FORMULA FOR COMPUTING
CLCS

In our algorithm, we use the inverted index technique to compute
�i,j,k . Since our algorithm only computes �i,j,k in the face of each
cuboid, we shall derive a recurrence formula for them. Before

introducing the recurrence formula, we need the following terms
and properties which will be used in our algorithm.

Let T be a string and τ ∈ � a symbol in T . The position
of the ith τ in T for 1 � i � |T | is denoted by Tτ (i), where
|T | denotes the length of T . In particular, let Tτ (0) = 0. The
inverse function of Tτ is denoted by T −1

τ . That is, if Tτ (i) = j ,
then T −1

τ (j) = i. Let preu(Tτ (i)) denote the position just
preceding the (i − u + 1)th τ in T for 1 � u � i. When
u = 1, preu(Tτ (i)) is simply written as pre(Tτ (i)). Note that
preu(Tτ (i)) = pre1(Tτ (i − u + 1)) = pre(Tτ (i − u + 1)). In
particular, let pre0(Tτ (i)) = Tτ (i). For example, if u = 1, then
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FIGURE 4. The elements computed by the algorithm in [7].

FIGURE 5. The elements computed by our algorithm.
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CLCSs with Run-Length Encoded Strings 5

FIGURE 6. An illustration of the 3D DP lattice with X in RLE form.

pre1(Tτ (i)) is the position just preceding position j inT , namely
position j −1, where j = Tτ (i). For ti in T , the largest position
j < i (respectively, the smallest position j > i) with tj �= ti is
denoted by δT (i) (respectively, �T (i)). If Tj is ended with s τ ’s,
i.e. tj = τ and s = j − δT (j), then Tj is also represented as
Tj‖τ s . Note that Tj‖τ 0 implies that tj �= τ . For brevity, T|T |‖τ s

is simply written as T ‖τ s .

Example 3.1. We use an example to illustrate above terms.
Suppose that T = t1t2 · · · t8 = b

1
a
2
a
3
a
4
c
5
c
6
a
7
a
8
. We can find that

Ta(1) = 2, Ta(2) = 3, Ta(3) = 4, Ta(4) = 7 and Ta(5) = 8
while T −1

a (2) = 1, T −1
a (3) = 2, T −1

a (4) = 3, T −1
a (7) = 4 and

T −1
a (8) = 5. Furthermore, pre0(Ta(4)) = 7, pre1(Ta(4)) = 6,

pre2(Ta(4)) = pre(Ta(4−2+1)) = pre(Ta(3)) = 3 and so on.
In addition, δT (2) = δT (3) = δT (4) = 1 and δT (5) = 4. The
representation T ‖a2 means that T is ended with two a’s.

Let lp(ri) stand for the position of the last character of ri

in the corresponding uncompressed string. That is, lp(ri) =
l1 + l2 + · · · + li . Let σX(ri) denote the largest number j < i

such that rj = ri . If no such rj exists, then σX(ri) = 0. Note
that, when X is represented in RLE form, every cuboid in a
3D DP lattice becomes a face. Accordingly, we also call them
fully matched faces, partially matched faces and mismatched
faces. A horizontal slice containing all �lp(ri ),j,k for a fixed k,
0 � k � r , is called the kth RCL table.

Example 3.2. The CLCS tables in Fig. 5 can be represented by
the RCL tables as shown in Fig. 6. Since only elements �lp(ri ),j,k

are contained in a RCL table, we use their runs in X as indices.

In the following, we introduce some lemmas to compute the
values in the lp(ri)th row of a CLCS table by only using the
values in the lp(rj )th row with j � i.

Lemma 3.1 [7]. For 0 < i � M, 0 < j � n and 0 � k � r, if
ri �= yj , then �lp(ri ),j,k = max{�lp(ri ),δY (j),k, �lp(ri′ ),j,k}, where
i ′ = σX(ri).

Proposition 3.1. Assume that Z‖τu is a CLCS of Xlp(ri ),

Yj and Pk with 0 < u � li . If ri = τ, then �lp(ri ),j,k =
�lp(ri )−1,j,k = · · · = �lp(ri )−li+u,j,k .

Proof. If ri = τ and 0 < u � li , then we can use the first u

τ ’s in r
li
i to form Z. This implies that �lp(ri ),j,k = �lp(ri )−1,j,k =

· · · = �lp(ri )−li+u,j,k .

Lemma 3.2. Assume that yj = τ, v = Y−1
τ (j) and

w = min{v, li}. If ri = yj �= pk, then �lp(ri ),j,k =
max1�u�w{�lp(ri−1),preu(Yτ (v)),k + u}.
Proof. Assume that Z‖τu with 0 < u � v is a CLCS of Xlp(ri ),
Yj and Pk . If u � �i , then we can assume that the last �i τ ’s
of Yj and those τ ’s in r

li
i are used to construct Z. By the non-

decreasing property of the values in each row of a CLCS table,
the length of Z, i.e. �lp(ri ),j,k , is equal to �lp(ri−1),pre�i (Yτ (v)),k +�i .
If 1 < u < �i , then, by Proposition 3.1 and the second formula
in Equation (1), we can have the following derivation.

�lp(ri ),j,k = �lp(ri )−li+u,j,k

= �lp(ri )−li+u−1,pre1(Yτ (v)),k + 1

= �lp(ri )−li+u−2,pre2(Yτ (v)),k + 2

...

= �lp(ri−1),preu(Yτ (v)),k + u.

As a consequence, by examining all possible values
of �lp(ri−1),preu(Yτ (v)),k + u for 1 � u � w =
min{v, �i}, the maximum value among them is the value of
�lp(ri ),j,k (see Fig. 7 for an illustration). Thus, �lp(ri ),j,k =
max1�u�w{�lp(ri−1),preu(Yτ (v)),k +u} and the lemma follows.

Lemma 3.3. Assume that yj = τ, v = Y−1
τ (j) and w =

min{v, li}. If ri = yj = pk, then

�lp(ri ),j,k = max
1�u�w

{�lp(ri−1),preu(Yτ (v)),du
+ u}, where

du = max{k − u, δP (k)}.
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FIGURE 7. Computing �lp(r2),4,1 for illustrating Lemma 3.2.

Proof. Let α = k − δP (k). Assume that Z‖τu with u � v is a
CLCS of Xlp(ri ), Yj and Pk . According to the relation between
u and li , we consider the following two cases.
Case 1. li � u.

In this case, by Proposition 3.1, �lp(ri ),j,k = �lp(ri )−li+u,j,k .
If α � u, then, by applying the first formula in Equation (1) u

times, we can obtain

�lp(ri )−li+u,j,k = �lp(ri−1),preu(Yτ (v)),k−u + u.

For the case where α < u, we can apply the first formula in
Equation (1) α times. By Lemma 3.2 and the non-decreasing
property of the values in each row of a CLCS table, we can
obtain

�lp(ri )−li+u,j,k = �lp(ri )−li+u−α,preα(Yτ (v)),k−α + α

= �lp(ri )−li+u−α−(u−α),preα+u−α(Yτ (v)),k−α

+ α + (u − α)

= �lp(ri−1),preu(Yτ (v)),δP (k) + u.

Thus, in this case, �lp(ri ),j,k = �lp(ri−1),preu(Yτ (v)),du
+ u where

du = k − u if α � u; otherwise, du = δP (k).
Case 2. u > li .

In this case, we also consider the possible relation between li
and α. If li > α, we can apply the first formula in Equation (1)
α times. This yields �lp(ri ),j,k = �lp(ri )−α,preα(Yτ (v)),k−α + α. By
Lemma 3.2, we can have the following derivation:

�lp(ri )−α,preα(Yτ (v)),k−α + α

= �lp(ri )−α−(li−α),preα+(li−α)(Yτ (v)),k−α + α + (li − α)

= �lp(ri−1),preli (Yτ (v)),δP (k) + li .

For the case where α � li , after applying the first
formula in Equation (1) li times, this results in �lp(ri ),j,k =
�lp(ri−1),preli (Yτ (v)),k−li

+ li .
From above cases, by examining the possible values

of u from 1 to w, we can obtain that �lp(ri ),j,k =
max1�u�w{�lp(ri−1),preu(Yτ (v)),du

+ u}, where du = max{k − u,

δP (k)}. This concludes the proof of this lemma.

We use Fig. 8 as an example to illustrate Lemma 3.3. By
using Lemma 3.3, the values in the boxes in Fig. 8 are used to
compute �9,7,3. Note that, in computing �9,7,3, i = 3, j = 7
and k = 3. That is, lp(r3) = 9, y7 = d and v = Y−1

d (7) = 4.
According to Lemma 3.3, �9,7,3 can be computed as follows:

�9,7,3 = �lp(r3),7,3

= max
1�u�w

{�lp(r2),preu(Yd (v)),du
+ u}

= max
1�u�4

{�5,preu(Yd (v)),du
+ u}

= max{�5,6,2 + 1, �5,5,1 + 2, �5,4,0 + 3, �5,1,0 + 4}
= max{2 + 1, 3 + 2, 3 + 3, 1 + 4}
= 6.

Note that, in the above derivation, du = k − u = 3 − u for
1 � u � 3 and d4 = max{k − u, δP (k)} = max{3 − 4, 0} = 0.

For brevity, let Ri,j,k = �lp(ri ),j,k for i = 1, 2, . . . , M .
Combining Lemmas 3.1–3.3, we can obtain a recurrence
formula to compute Ri,j,k as follows (see Fig. 8 for an
illustration).

Theorem 3.1. Assume that X = r
l1
1 r

l2
2 · · · rlM

M , yj = τ,

v = Y−1
τ (j), w = min{v, li} and i ′ = σX(ri). Then

Ri,j,k =

⎧⎪⎪⎨⎪⎪⎩
max{Ri,δY (j),k, Ri′,j,k} if ri �= yj ,

max
1�u�w

{Ri−1,preu(Yτ (v)),k + u} if ri = yj �= pk,

max
1�u�w

{Ri−1,preu(Yτ (v)),du
+ u} if ri = yj = pk,

(2)
with boundary conditions Ri,0,0 = R0,j,0 = 0 and R0,j,k =
Ri,0,k = −∞ where 0 � i � M, 0 � j � n, 1 � k � r,

du = max{k − u, δP (k)}.
By using a similar technique as in [7], when ri �= yj , we need

only to compute those Ri,j,k’s with j = �Y (j)−1 (see Fig. 6 as
an example). However, if some Ri−1,preu(Yτ (v)),k is not computed
when computing Ri,j,k by Equation (2) for the case where
ri = yj , then we can compute max{Ri−1,j ′,k, Ri′,preu(Yτ (v)),k}
instead, where i ′ = σX(ri−1) and j ′ = δY (preu(Yτ (v))).
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CLCSs with Run-Length Encoded Strings 7

FIGURE 8. Computing �lp(r3),7,3 for illustrating Lemma 3.3.

4. AN EFFICIENT WAY TO COMPUTE THE
LENGTH OF A CLCS

In Equation (2), the most time-consuming step occurs at the case
that ri = yj . It takes O(li) time for computing Ri,j,k so that the
total time complexity becomes O((l1 + l2 +· · ·+ lM)nr −ξ) =
O(mnr − ξ), where ξ is the number of mismatched elements
between ri and yj , for 1 � i � M and 1 � j � n, with
j �= �Y (j) − 1. In this section, we shall show how to compute
Ri,j,k efficiently so that the total time complexity becomes
O(min{Mn, Nm}).

In the rest of this section, we assume that ri = yj = τ ,
v = Y−1

τ (j), w = min{v, li} and α = k − δP (k) unless
otherwise stated. We also call α the thickness of the kth RCL
table. The total number of τ ’s in Y is denoted by μτ .An element
(i, j, k) in an RCL table is called a critical element if Ri,j,k is
computed by using the second or third formula in Equation (2).
For consistency, the second formula in Equation (2) is rewritten
as Ri,j,k = max

1�u�w
{Ri−1,preu(Yτ (v)),du

+ u} with du = k so as to

have the same description as the last formula in Equation (2).
For brevity, define

Rx(v) =

⎧⎪⎨⎪⎩
Ri−1,pre1(Yτ (x)),dv−x+1

+ li if 1 � x � v − w,

Ri−1,pre1(Yτ (x)),dv−x+1

+v − x + 1 if v − w + 1 � x � v,

with respect to critical element (i, Yτ (v), k), where dv−x+1 = k

for 1 � x � v when ri = yj �= pk .When context is clear,Rx(v)

is simply written as Rx . Element (i − 1, prex(Yτ (v)), dv−x+1)

and Rx for 1 � x � v are called an originating element and an

originating value, respectively, of critical element (i, j, k). For
example, see Fig. 6. Assume that, for critical element (1, 6, 2),
v = Y−1

τ (j) = Y−1
τ (7) = 3, w = min{v, li} = min{3, l1} = 2

and α = k − δP (k) = 2 − δP (2) = 2. The originating elements
of element (1, 6, 2) are (0, 1, 0), (0, 4, 0) and (0, 5, 1) whose
originating values are R1 = 0 + 2 = 2, R2 = 0 + 2 = 2 and
R3 = 0 + 1 = 1, respectively. For critical element (1, 7, 2),
v = Y−1

τ (j) = Y−1
τ (7) = 4, w = min{v, li} = min{4, l1} = 2

and α = k − δP (k) = 2 − δP (2) = 2. The originating elements
of element (1, 7, 2) are (0, 1, 0), (0, 4, 0), (0, 5, 0) and (0, 6, 1)

whose originating values are R1 = 0 + 2 = 2, R2 = 0 + 2 =
2, R3 = 0 + 2 = 2, and R4 = 0 + 1 = 1, respectively.

Proposition 4.1. For 2 � v � μτ , Rx(v) = Rx(v − 1)

for 1 � x � v − w, while Rx(v) = Rx(v − 1) + 1 for
v − w + 1 � x � v − 1.

Since Rx for 1 � x � v − w is always ≤ Rv−w+1,
Theorem 3.1 can be rewritten as follows:

Theorem 4.1. Assume that X = r
l1
1 r

l2
2 · · · rlM

M , yj = τ ,
v = Y−1

τ (j), w = min{v, li} and i ′ = σX(ri). Then

Ri,j,k =
⎧⎨⎩max{Ri,δY (j),k, Ri′,j,k} if ri �= yj ,

max
1�x�v

{Rx} otherwise, (3)

with boundary conditions Ri,0,0 = R0,j,0 = 0 and R0,j,k =
Ri,0,k = −∞ where 0 � i � M, 0 � j � n, and 1 � k � r .
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Note that if ri = yj �= pk , then all Rx for 1 � x � v are
in the kth RCL table. However, when ri = yj = pk , all Rx

for 1 � x � v may not be in the same table. We call the set
containing all Rx with du = k the base set of (i, j, k), when
ri = yj �= pk . For ri = yj = pk , the set containing all Rx

with du = δP (k) is also called the base set of (i, j, k) while the
set containing all other Rx is called the stripe set of (i, j, k).
Accordingly, the kth (respectively, δP (k)th) RCL table is called
the base table of (i, j, k) when ri = yj �= pk (respectively,
ri = yj = pk). For the previous example, see Fig. 6. Assume
that, for critical element (3, 7, 3), v = Y−1

τ (j) = Y−1
τ (7) = 4,

w = min{v, li} = min{4, l3} = 4 and α = k − δP (k) =
3 − δP (3) = 3. The originating elements of element (3, 7, 3)

are (2, 1, 0), (2, 4, 0), (2, 5, 1) and (2, 6, 2) whose originating
values are R1 = 1 + 4 = 5, R2 = 3 + 3 = 6, R3 = 3 + 2 = 5,
and R4 = 2 + 1 = 3, respectively (see the square boxes
in Fig. 8). The base and stripe sets of element (3, 7, 3) are
{R1, R2} and {R3, R4}, respectively. The base table of (3, 7, 3)

is the zeroth RCL table. Similarly, for critical element (3, 6, 3),
v = Y−1

τ (6) = Y−1
τ (6) = 3, w = min{v, li} = min{3, l3} = 3

and α = k−δP (k) = 3−δP (3) = 3. Its base and stripe sets are
{R1} = {R2,1,0} and {R2, R3} = {R2,4,1, R2,5,2}, respectively.

Lemma 4.1. Assume that ri = yj = pk = τ, v = Y−1
τ (j),

w = min{v, li} and α = k − δP (k). If α = 1, then the stripe set
of (i, j, k) is an empty set. If v < α, then the base set of (i, j, k)

is an empty set and all values in the stripe set are −∞.

Proof. If α = 1, then, by the third formula of Equation (2),
du = max{k − u, δP (k)} for 1 � u � w, where w = min{v, li}
and δP (k) = k−1. This means that du = δP (k) for 1 � u � w.
By the definition of base sets, all originating elements of (i, j, k)

are in its base table, and the stripe set of (i, j, k) is an empty
set. For the case where v < α, it is obvious that no subsequence
of Yj is the same as Pk and Ri,j,k = −∞. This further implies
that the base set of (i, j, k) is empty and all values in the stripe
set are −∞.

Assume that a1, a2, . . . , an are a list of numbers. An index is
called the ω-index of ai , denoted by ωi , for 1 � i � n if ωi =
max{j |aj = max{ai, ai+1, . . . , an}, i � j � n}, i.e. ωi � i

is the largest index such that aωi
= max{ai, ai+1, . . . , an}.

Let {ω1, ω2, . . . , ωn} be the set of ω-indices of a1, a2, . . . , an.
Merging the same ω-indices as an interval, which is represented
by their starting and ending indices, results in a set of intervals
{[f1, h1], [f2, h2], . . . , [fλ, hλ]} in which [fi, hi] is called anω-
interval. Note that fi � hi for 1 � i � λ, and fi+1 = hi +1 for
1 � i � λ−1. For example, let (3, 7, 4, 6, 2, 1, 6, 4) be a list of
numbers. Their corresponding ω-indices are 2, 2, 7, 7, 7, 7, 7, 8
and {[1, 2], [3, 7], [8, 8]} is the set of their ω-intervals.

Proposition 4.2. If {[f1, h1], [f2, h2], . . . , [fλ, hλ]} is the set
of ω-intervals of numbers a1, a2, . . . , an, then ah1 > ah2 >

· · · > ahλ
.

Let {R1, R2, . . . ,Rβ} and {Rβ+1, Rβ+2, . . . ,Rv} be the
base set and stripe set, respectively, of critical ele-
ment (i, j, k). Let {[f1, h1], [f2, h2], . . . , [fb(v), hb(v)]} and
{[f ′

1, h
′
1], [f ′

2, h
′
2], . . . , [f ′

s(v), h
′
s(v)]} be the sets of ω-intervals

of the base set and stripe set, respectively, of critical element
(i, j, k). That is, there are b(v) and s(v) ω-intervals in the base
set and stripe set, respectively, of critical element (i, j, k). Let
a(v) = b(v) + s(v). For simplicity, we use [fb(v)+x, hb(v)+x]
to represent [f ′

x, h
′
x] for 1 � x � s(v). In particular, an ω-

interval [ft , ht ] is called a base ω-interval (b-interval for short)
if 1 � t � b(v) and is called a stripe ω-interval (s-interval
for short) if b(v) + 1 � t � a(v). Moreover, an ω-interval
[ft , ht ] is called a critical ω-interval if Ri,j,k = Rht

, and, in
this case, ht is called the critical ω-index of (i, j, k). Collect-
ing all b-intervals (respectively, s-intervals) of critical element
(i, j, k) forms the b-interval set (respectively, s-interval set)
of (i, j, k). Let Bi(v, k) and Si(v, k) stand for the b-interval
and s-interval, respectively, sets of (i, Yτ (v), k). We use crit-
ical element (3, 7, 3) in Fig. 6 to illustrate the above terms.
Since δP (3) = 0, the 0th RCL table is the base table. Thus
{R1, R2} = {5, 6} and {R3, R4} = {5, 3} are the base and
stripe, respectively, sets. Furthermore, ω1 = ω2 = 2 for the base
set and ω3 = 3 and ω4 = 4 for the stripe set, where wx stands for
the ω-index of Rx for 1 � x � 4. Consequently, there are three
ω-intervals of element (3, 7, 3) which are [1, 2], [3, 3] and [4, 4]
in which B3(4, 3) = {[1, 2]} and S3(4, 3) = {[3, 3], [4, 4]}.
Thus, b(v) = 1, s(v) = 2 and a(v) = 3. Furthermore, since
R3,7,3 = R2 = 6, [1, 2] is the critical interval and h1 = 2 is the
critical ω-index of (3, 7, 3).

By using the concept of critical ω-indices, Theorem 4.1 can
be rewritten as Theorem 4.2.

Theorem 4.2. For critical element (i, j, k) with yj = τ,

v = Y−1
τ (j), i ′ = σX(ri), and critical ω-index ht ,

Ri,j,k =
{

max{Ri,δY (j),k, Ri′,j,k} if ri �= yj ,

Rht
otherwise,

with boundary conditions Ri,0,0 = R0,j,0 = 0 and R0,j,k =
Ri,0,k = −∞ where 0 � i � M, 0 � j � n, and 1 � k � r .

By inspection on Theorem 4.2, the time complexity on
computing Ri,j,k depends on the time for computing Rht

.
Clearly, we can compute Rht

for each critical element and it
takes O(li) time. In the following, we show that the critical ω-
index of element (i, j, k) can be found in O(1) amortized time.
Lemmas 4.2 and 4.3 describe how to find Bi(v, k) for the cases
ri = yj �= pk and ri = yj = pk with k > δP (k), respectively.

Lemma 4.2. For the case where ri = yj �= pk with j = Yτ (v),

Bi(v, k) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
{[1, 1]} if v = 1,

{[f1, h1], [f2, h2], . . . ,
[ft , ht ], [ft+1, v]} if v > 1 and t exists,

{[f1, v]} otherwise,

Section A: Computer Science Theory, Methods and Tools

The Computer Journal, 2014

 by guest on M
arch 6, 2014

http://com
jnl.oxfordjournals.org/

D
ow

nloaded from
 

http://comjnl.oxfordjournals.org/
http://comjnl.oxfordjournals.org/


CLCSs with Run-Length Encoded Strings 9

(a) (b)

FIGURE 9. Illustrations of b-interval sets. (a) ri = yj �= pk , (b) ri = yj = pk with k > δP (k).

where Si(v − 1, k) = {[f1, h1], [f2, h2], . . . , [fλ, hλ]} and t is
the largest index in [1, λ] such that Rht

(v) > Rv(v).

Proof. Clearly, Bi(1, k) = {[1, 1]} when ri = yj �= pk and v =
1. Assume that Bi(v −1, k) = {[f1, h1], [f2, h2], . . . , [fλ, hλ]}
for some 2 � v < μτ . By Proposition 4.1, Rx(v − 1) = Rx(v)

for 1 � x � v − w while Rx(v − 1) + 1 = Rx(v) for
v − w + 1 � x � v − 1. Furthermore, by Proposition 4.2,
Rhx

> Rhx+1 for 1 � x � λ. Let t be the largest index in
[1, λ] such that Rht

(v) > Rv(v) is satisfied. Thus, Rht
(v) >

Rv(v) � Rht+1(v) > Rht+2(v) > · · · > Rv−1(v). This results
in Bi(v, k) = {[f1, h1], [f2, h2], . . . , [ft , ht ], [ft+1, v]}. If no
such t exists, then it is clear that Bi(v, k) = {[1, v]}. This
completes the proof.

Lemma 4.3. For the case where ri = yj = pk with k > δP (k)

and j = Yτ (v),

Bi(v, k) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

∅ if v < α,

{[1, 1]} if v = α,

{[f1, h1], [f2, h2], . . . ,
[ft , ht ], [ft+1, v − α + 1]} if v > 1 and

t exists,

{[1, v − α + 1]} otherwise,

where Bi(v − 1, k) = {[f1, h1], [f2, h2], . . . , [fλ, hλ]} and t is
the largest index in [1, λ] such that Rht

(v) > Rv−α+1(v).

Proof. By Lemma 4.1, Bi(v, k) = ∅ when v < α. For the other
cases, by using a similar argument as in Lemma 4.2, the lemma
follows.

Figure 9(a) and (b) is used to illustrate Lemmas 4.2 and 4.3,
respectively.

Lemma 4.4. If Bi(v, k) = {[f1, h1], [f2, h2], . . . , [fλ, hλ]},
then h1 � v − w + 1.

Proof. By the non-decreasing property of the values in each
row of a CLCS table and Rx = Ri−1,pre1(Yτ (x)),dv−x+1

+ li for
1 � x � v − w, this lemma follows directly.

TABLE 1. S3(v, k).

k

v 1 2 3

1 ∅ [1, 1] [1, 1]
2 ∅ [2, 2] [2, 2]
3 ∅ [3, 3] [2, 2][3, 3]
4 ∅ [4, 4] [3, 3][4, 4]

Corollary 4.1. For the case where ri = yj �= pk or
ri = yj = pk with k = δP (k) + 1, the critical ω-index of
critical element (i, Yτ (v), k) is h1, where Bi(v, k) = {[f1, h1],
[f2, h2], . . . , [fλ, hλ]}.

Lemma 4.5 describes how to find Si(v, k) for the case where
ri = yj = pk with k > δP (k).

Lemma 4.5. For the case where ri = yj = pk with k > δP (k)

and j = Yτ (v),

Si(v, k) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

∅ if α = 1,

{[v, v]} if α = 2 or v < α,

{[f1, h1], [f2, h2], . . . ,
[ft , ht ], [ft+1, v]} if v � α > 2 and

t exists,

{[f1, v]} otherwise,

where Si(v − 1, k − 1) = {[f1, h1], [f2, h2], . . . , [fλ, hλ]} and
t is the largest index in [1, λ] such that Rht

(v) > Rv(v).

Proof. By Lemma 4.1, Si(v, k) = ∅ when α = 1. Since all
originating values of (i, j, k) are −∞ when v < α, we can
obtain all its originating values through {[v, v]}. For the other
cases, by using a similar argument as in Lemma 4.2, the lemma
follows.

Table 1 is used to illustrate Lemma 4.5 for finding S3(v, k).

Lemma 4.6. For critical element (i, Yτ (v), k), if both b(v) and
s(v) are >0 and Rh1 < Rhb(v)+1 , then hb(v)+1 is its critical
ω-index; otherwise, h1 is its critical ω-index.
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Proof. By Proposition 4.2, Rh1 > Rh2 > · · · > Rhb(v)

and Rhb(v)+1 > Rhb(v)+2 > · · · > Rha(v)
. Clearly, if either

b(v) or s(v) is equal to 0, then h1 is the critical ω-index
of (i, Yτ (v), k). For the case where both b(v) and s(v) are
>0, Ri,j,k = max{Rh1 , Rh2 , . . . ,Rha(v)

} = max{Rh1 , Rhb(v)+1}.
Thus, if Rh1 > Rhb(v)+1 , then h1 is the critical ω-index of
(i, Yτ (v), k); otherwise, hb(v)+1 is the critical ω-index. This
completes the proof.

Lemma 4.7. The b- and s-interval sets of critical element
(i, j, k) can be constructed in O(1) amortized time.

Proof. We prove only that constructingBi(v, k) for 1 � v � μτ

can be done in O(1) amortized time. The case for constructing
Si(v, k) can be handled similarly.

Let Bi(v − 1, k) = {[f1, h1], [f2, h2], . . . , [fλ, hλ]}. Note
that, initially, Bi(1, k) = {[1, 1]} when ri = yj �= pk or
Bi(α, k) = {[1, 1]}when ri = yj = pk and k > δP (k). Let� be
the potential function of Bi(v, k) which represents the number
of intervals in Bi(v, k). It is obvious that �(Bi(1, k)) = 1. Since
the number of intervals in Bi(v, k) is never empty for v � 1,
�(Bi(v, k)) � �(Bi(1, k)). To find Bi(v, k) from Bi(v−1, k),
either a comparison or merging a subset of intervals to be a
new interval will be applied. If only a comparison is applied,
i.e. Rhλ

(v) > Rv(v), then a new interval [v, v] is appended to
Bi(v − 1, k) and we say that its cost is 1, denoted by cv = 1.
That is, �(Bi(v, k))−�(Bi(v−1, k)) = 1. If merging a subset
of m intervals to obtain Bi(v, k) is applied, then we say that its
cost is cv = m + 1, i.e. m comparisons plus one merging. This
results in �(Bi(v, k)) − �(Bi(v − 1, k)) = −m + 1. For the
former case, the amortized cost ĉv on constructing Bi(v, k) is
ĉv = cv + �(Bi(v, k)) − �(Bi(v − 1, k)) = 1 + 1 = 2. For
the latter case, the amortized cost on constructing Bi(v, k) is
ĉv = cv +�(Bi(v, k))−�(Bi(v−1, k)) = m+1−m+1 = 2.
It can be seen that the amortized costs of both operations are
O(1). This completes the proof.

Now we are at a position to describe our algorithm as follows.

Algorithm A
Input: An RLE string X and uncompressed strings Y and P in

which |Y | = n, |P | = r , and X has M runs.
Output: The length of a CLCS of X, Y , and P .

1 begin
2 Step 1. /* Initialization */
3 Ri,0,0 = R0,j,0 = 0 and R0,j,k = Ri,0,k = −∞ for

0 � i � M , 0 � j � n, and 1 � k � r;
4 Step 2. /* computing Ri,j,k*/
5 Compute Ri,j,k for 1 � i � M , 1 � j � n, and 1 � k � r

by using Theorem 4.2.
6 Step 3. Output RM,n,r ;
7 end

We summarize our result as the following theorem.

Theorem 4.3. Given strings X and Y, and a constraining
string P, the CLCS of X and Y with respect to P can be found
in O(NMr + r min{mN, nM}) time.

Proof. Assume that the RCL tables are constructed with X in
RLE format. By using the formulas in Lemmas 4.2, 4.3 and
4.5, the values in the kth RCL table for k = 0, 1, . . . , r can be
computed. By Lemmas 4.4, 4.6 and 4.7, every Ri,j,k for critical
element (i, j, k) can be computed in O(1) amortized time. Let
f1 be the number of mismatched faces and f2 be the number of
elements in partially and fully matched faces. The total time to
find the length of a CLCS isO(rf1+f2). If we construct the RCL
tables with Y in RLE format and f3 is the number of elements in
partially and fully matched faces, then the total time to find the
length of a CLCS is O(rf1 +f3). Therefore, the CLCS problem
can be solved in O(rf1 + min{f2, f3}) time. Note that, in the
worst case,f1 = NM and min{f2, f3} = r min{mN, nM}.

5. CONCLUDING REMARKS

In this paper and in [7], we solve only the case where one
of X and Y is in RLE form. Our algorithm for solving the
CLCS problem can be done in O(NMr + r min{mN, nM})
time which improves the best-known result in [7]. The reason
is that the algorithm in [7] still needs to compute all Ri,j,k in
the surface of fully matched cuboids. Note that, in describing
the time complexity, the term NMr is the maximal number of
prisms in a 3D DP lattice. It occurs only when all cuboids are
mismatched cuboids. A challenge related to this problem is to
consider the case where both X and Y are in RLE form, or even
more difficult, all three strings are in RLE form.
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