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Abstract In its simplest form, the longest common substring problem is to find
a longest substring common to two or multiple strings. Using (generalized) suffix
trees, this problem can be solved in linear time and space. A first generalization
is the k-common substring problem: Given m strings of total length n, for all k

with 2 ≤ k ≤ m simultaneously find a longest substring common to at least k of
the strings. It is known that the k-common substring problem can also be solved in
O(n) time (Hui in Proc. 3rd Annual Symposium on Combinatorial Pattern Matching,
volume 644 of Lecture Notes in Computer Science, pp. 230–243, Springer, Berlin,
1992). A further generalization is the k-common repeated substring problem: Given
m strings T (1), T (2), . . . , T (m) of total length n and m positive integers x1, . . . , xm,
for all k with 1 ≤ k ≤ m simultaneously find a longest string ω for which there are at
least k strings T (i1), T (i2), . . . , T (ik) (1 ≤ i1 < i2 < · · · < ik ≤ m) such that ω occurs
at least xij times in T (ij ) for each j with 1 ≤ j ≤ k. (For x1 = · · · = xm = 1, we have
the k-common substring problem.) In this paper, we present the first O(n) time algo-
rithm for the k-common repeated substring problem. Our solution is based on a new
linear time algorithm for the k-common substring problem.
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1 Introduction

The longest common substring problem is a classic problem in string analysis. In
1970 the famous computer scientist Donald E. Knuth conjectured that a linear time
algorithm for this problem would be impossible [2–4]. To the retrieval of his honor,
it should be stressed that the first linear time construction algorithm of suffix trees [5]
became known years after he made the conjecture. In fact, given that knowledge of
suffix trees, a solution to the longest common substring problem is almost trivial; see
e.g. [4, Sect. 7.4].

Given m strings T (1), T (2), . . . , T (m) of total length n, a simple O(m · n) time
solution to the k-common substring problem can be obtained by a bottom-up traversal
of the generalized suffix tree T of T (1), T (2), . . . , T (m); see e.g. [4, Sect. 7.7]. Hui [1]
showed that one can even get rid of the m-factor. More precisely, he gave an O(n)

time solution to the problem based on constant time lca (longest common ancestor)
computations in T ; see e.g. [4, Sect. 9.7] for details.

In this paper, we study the k-common repeated substring problem. This prob-
lem can also be solved in O(m · n) time by a bottom-up traversal of the generalized
suffix tree of T (1), T (2), . . . , T (m), but our goal is to solve it in optimal O(n) time.
(Note that Hui’s technique [1] cannot be applied here.) Partial results in this direc-
tion were obtained by Lee et al. [6] and Lee and Pinzon [7]. In [6], a linear time
algorithm is presented that solves the k-common repeated substring problem for the
special case x1 = · · · = xm = 2. In other words, the number of times a repeated sub-
string should appear is fixed to 2 in each of the strings and cannot be set individu-
ally. Lee [7] mentions two drawbacks of this algorithm: It is not easy to implement
and it is not memory-efficient. In [7] a linear time algorithm is presented that solves
the following special case of the k-common repeated substring problem: Given m

strings T (1), T (2), . . . , T (m) of total length n and m positive integers x1, . . . , xm, for
a fixed k with 1 ≤ k ≤ m find a longest string ω for which there are at least k strings
T (i1), T (i2), . . . , T (ik) (1 ≤ i1 < i2 < · · · < ik ≤ m) such that ω occurs at least xij

times in T (ij ) for each j with 1 ≤ j ≤ k. Consequently, if we would use this al-
gorithm to solve the k-common repeated substring problem, we would have to run
the algorithm m times (once for each k, where 1 ≤ k ≤ m). Obviously, the resulting
worst-case time complexity would be O(m · n). Here, we present the first O(n) time
algorithm for the k-common repeated substring problem. Our solution is based on the
generalized enhanced suffix array of T (1), T (2), . . . , T (m). For ease of presentation,
we use constant time range minimum queries (RMQs) in certain subproblems, but the
algorithms can be implemented without these.

2 Preliminaries

Let � be a finite ordered alphabet and let T be a string (also called text) of length
|T | = n over �. For 1 ≤ i ≤ n, T [i] denotes the character at position i in T . For
i ≤ j , T [i..j ] denotes the substring of T starting with the character at position i and
ending with the character at position j . Furthermore, for 1 ≤ i ≤ n, Ti denotes the ith
suffix T [i..n] of T .
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i SA[i] SA−1[i] LCP[i] TSA[i] T #
SA[i] text[i]

1 5 9 0 #1aac#2caac#3 #1 1
2 9 14 0 #2caac#3 #2 2
3 14 6 0 #3 #3 3
4 6 10 0 aac#2caac#3 aac#2 2
5 11 1 3 aac#3 aac#3 3
6 3 4 1 ac#1aac#2caac#3 ac#1 1
7 7 7 2 ac#2caac#3 ac#2 2
8 12 11 2 ac#3 ac#3 3
9 1 2 2 acac#1aac#2caac#3 acac#1 1

10 4 13 0 c#1aac#2caac#3 c#1 1
11 8 5 1 c#2caac#3 c#2 2
12 13 8 1 c#3 c#3 3
13 10 12 1 caac#3 caac#3 3
14 2 3 2 cac#1aac#2caac#3 cac#1 1

Fig. 1 The enhanced suffix array of the text T = acac#1aac#2caac#3 coincides with the generalized
enhanced suffix array of the texts acac, aac, and caac

The suffix array SA of the string T is an array of integers in the range 1 to n, spec-
ifying the lexicographic ordering of the n suffixes of the string T ; see Fig. 1. That is,
TSA[1], TSA[2], . . . , TSA[n] is the sequence of suffixes of T in ascending lexicographic
order. The suffix array can be constructed in linear time [8–10]. The inverse suffix
array SA−1 is an array of size n such that SA−1[SA[i]] = i for each i with 1 ≤ i ≤ n;
see Fig. 1. Obviously, the inverse suffix array can be constructed in linear time from
the suffix array.

The lcp-array LCP is an array containing the lengths of the longest common pre-
fix between every pair of consecutive suffixes in SA. We use lcp(u, v) to denote
the length of the longest common prefix between strings u and v. Thus, the lcp-
array is an array of integers in the range 1 to n such that LCP[1] = 0 and LCP[i] =
lcp(TSA[i−1], TSA[i]) for 2 ≤ i ≤ n; see Fig. 1. The lcp-array can be computed in linear
time from the suffix array and its inverse [11]. Because suffixes appear in lexicograph-
ical order in the suffix array, the equality lcp(TSA[p], TSA[q]) = minp<l≤q{LCP[l]}
holds for all indices p and q with 1 ≤ p < q ≤ n. The value lcp(TSA[p], TSA[q]) can
be computed in constant time, after a linear time preprocessing of the lcp-array. To
be precise, after the preprocessing, so-called range minimum queries of the form
RMQ(p, q) = arg minp≤l≤q{LCP[l]} can be answered in constant time [12, 13] and
lcp(TSA[p], TSA[q]) = LCP(RMQ(p + 1, q)). For instance, in the example of Fig. 1,
lcp(TSA[4], TSA[9]) is found by the range minimum query RMQ(5,9) = 6 and the table
look-up LCP[6] = 1.

Let T (1), T (2), . . . , T (m) be texts of sizes n1, n2, . . . , nm, respectively. The gen-
eralized suffix array of these texts is an array specifying the lexicographic ordering
of all suffixes of the strings T (1)#1, T

(2)#2, . . . , T
(m)#m, where the #j , 1 ≤ j ≤ m,

are pairwise distinct separator symbols that do not occur in any of the strings.
We assume that #1 < #2 < · · · < #m and all other characters in the alphabet �

are larger than the separator symbols. It is not difficult to see that—with respect
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to the resulting lexicographic ordering—the suffix array of the concatenated string
T = T (1)#1T

(2)#2 . . . T (m)#m (which is of size n = m + ∑m
l=1 nl) coincides with the

generalized suffix array of T (1), T (2), . . . , T (m); see Fig. 1.
The text array corresponding to a generalized suffix array is an array of integers

in the range 1 to n. It is defined for 1 ≤ i ≤ n by text[i] = j , where j is the number
of the text T (j) in which TSA[i] starts; see Fig. 1. The text array can be computed in
linear time from the inverse suffix array as follows. For all j with 1 ≤ j ≤ m and all
i with j + ∑j−1

l=1 nl ≤ i ≤ j + ∑j

l=1 nl set text[SA−1[i]] = j .
For a suffix TSA[i] of T , the prefix of TSA[i] that ends at the first separator symbol

is denoted by T #
SA[i]. More precisely, if suffix TSA[i] starts in text j (i.e., text[i] = j ),

then T #
SA[i] = T [SA[i]..j + ∑j

l=1 nl]. In the following we identify TSA[i] with T #
SA[i].

That is, when we write TSA[i], we actually mean T #
SA[i].

The generalized suffix array of T (1), T (2), . . . , T (m) together with the correspond-
ing lcp-array and text array will be called the generalized enhanced suffix array of
T (1), T (2), . . . , T (m). As we have seen, it can be constructed in linear time.

3 The k Common Substring Problem

Given m strings T (1), T (2), . . . , T (m) such that T = T (1)#1T
(2)#2 . . . T (m)#m is of

length n, the k-common substring problem is to find for all k, 2 ≤ k ≤ m, a longest
substring common to at least k of the strings. In the following, for each k, let �k denote
the length of a longest string with this property. Our algorithms for this problem are
based on the following theorem.

Theorem 1 ω is a longest substring common to at least k strings if and only if there
exist indices p and q with 1 ≤ p < q ≤ n such that

1. |{text[p], text[p + 1], . . . , text[q]}| ≥ k,
2. ω is a common prefix of TSA[p], TSA[p+1], . . . , TSA[q] and lcp(TSA[p], TSA[q]) = |ω|,
3. LCP[p] < |ω| and LCP[q + 1] < |ω| hold true,1

4. |ω| = �k .

Proof “if”: (1) and (2) imply that ω is a substring common to at least k strings and
(4) implies that ω is a longest string with this property.

“only if”: If ω is a longest substring common to at least k strings, then
|ω| = �k and there are indices p′ and q ′ with 1 ≤ p′ < q ′ ≤ n such that |{text[p′],
text[p′+1], . . . , text[q ′]}| ≥ k, ω is a common prefix of TSA[p′], TSA[p′+1], . . . , TSA[q ′],
and lcp(TSA[p], TSA[q]) = |ω|. Let p be the largest index with p ≤ p′ and LCP[p] <

|ω|, and let q be the smallest index with q ′ ≤ q and LCP[q + 1] < |ω|. These indices
p and q satisfy (1)–(4). �

1In fact, we must also consider the boundary case q = n. To avoid the need of case distinctions like
“LCP[q + 1] < |ω| or q = n”, we add the entry LCP[n + 1] = 0 to the lcp-array.
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Of course, we do not know �k . That is why we successively compute all strings
having properties (1)–(3) and keep track of the currently longest string with these
properties.

3.1 A Naive Solution

We use an array A of size m − 1 that stores for each k, 2 ≤ k ≤ m, a pair (lcs, idx),
where lcs is the length of a (currently) longest substring ω common to at least k

strings and idx is an index such that T [SA[idx]..SA[idx] + lcs − 1] = ω. In what fol-
lows, we denote the first and second component of an array element A[k] by A[k].lcs
and A[k].idx, respectively. Initially, A[k] = (0,⊥) for all k with 2 ≤ k ≤ m.

Moreover, we employ a doubly linked list consisting of exactly m elements. For
each text T (j), 1 ≤ j ≤ m, there is exactly one element in the list and a pointer
textptr[j ] to that element. Furthermore, there is a pointer LV to the last element
in the list. (The name LV is an acronym for last visited because—as we shall see
later—LV points to the element that corresponds to the last visited index in the suf-
fix array.) Every element e in the list is a pair (lcp, idx), where lcp is an lcp-value
and idx is a position in the suffix array. We denote the first and second compo-
nent of a list element e by e.lcp and e.idx, respectively. Initially, the list has the
form [(0,1), (0,2), . . . , (0,m − 1), (|TSA[m]|,m)] and for all j , 1 ≤ j ≤ m, textptr[j ]
points to the element with second component j . This is because the m lexico-
graphically smallest suffixes are #1,#2, . . . ,#m; cf. Fig. 1. Observe that |TSA[m]| =
|#m| = 1.

Our algorithm linearly scans the enhanced suffix array starting at index m+1, and
for each i with m + 1 ≤ i ≤ n, it first calls the procedure lcp_update with parameter
LCP[i] and then the procedure list_update with parameter i.

• lcp_update(LCP[i]) linearly scans the list from right-to-left (the rightmost element
can be found with the LV pointer) and compares the value e.lcp of the current
element e with LCP[i]. Suppose that e is the k-th element from right-to-left. If
e.lcp ≥ LCP[i], then we compare the (currently best) value A[k].lcs with e.lcp. In
case A[k].lcs ≤ e.lcp, we update A[k] by the assignment A[k] ← e. Furthermore,
in the case e.lcp > LCP[i], the value e.lcp is updated by the assignment e.lcp ←
LCP[i], and the next list element is considered. Otherwise (i.e., e.lcp < LCP[i])
the procedure stops the scan of the list.

• list_update(i) updates the list by standard list operations as follows. It deletes
the element to which textptr[text[i]] points from the list and adds a new element
(|TSA[i]|, i) at the end of the list. The pointers LV and textptr[text[i]] are updated
so that they both point to the added element.

After completion of the linear scan, a final procedure call lcp_update(0) ensures
that values which are still in the list are also taken into account. Figures 2 and 3
illustrate the algorithm for the example from Fig. 1.

Each execution of the procedure lcp_update takes O(m) time, while each exe-
cution of the procedure list_update takes constant time. Because these procedures
are called O(n) times, the worst-case time complexity of the naive algorithm is in
O(m · n).
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Fig. 2 Left: List after i = 5 has been processed. The last suffixes of the texts 1, 2, and 3 are TSA[1] = #1,
TSA[4] = aac#2, and TSA[5] = aac#3. The longest common prefixes of these suffixes with TSA[i] have
length 0, 3, and 4. Furthermore, A[2] = A[3] = (0,⊥). Middle: In step i = 6, the function lcp_update is
called with lcp-value LCP[6] = 1 and the lcp-values of list elements are being updated. Moreover, A[2] is
set to (3,4). Right: List after the procedure call list_update(6)

Fig. 3 Left: List after i = 9 has been processed. Middle: In iteration i = 10, the function lcp_update
is called with lcp-value LCP[10] = 0 and A[3] is set to (2,7). Right: List after the procedure call
list_update(10)

We show that for each i with m ≤ i ≤ n the algorithm maintains the following
invariants:

1. The idx-values of the list elements are in strict ascending order (left-to-right).
2. If textptr[j ] points to the element e, then text[e.idx] = j and text[p] �= j for all p

with e.idx < p ≤ i. In words, the element e to which textptr[j ] points corresponds
to the last suffix seen so far that belongs to text T (j).

3. The lcp-values of the list elements are in ascending order (from left-to-right).
4. Each element e in the list satisfies e.lcp = lcp(TSA[e.idx], TSA[i]).
It is straightforward to verify that our algorithm maintains the invariants (1)–(3).
We prove by induction that the crucial property (4) is an invariant and use the fact
that for all indices p and q with 1 ≤ p < q ≤ n the equality lcp(TSA[p], TSA[q]) =
minp<l≤q{LCP[l]} holds true. For i = m property (4) holds. The induction hypothe-
sis states that after index i − 1 (where i − 1 ≥ m) has been considered, every element
e in the list satisfies e.lcp = lcp(TSA[e.idx], TSA[i−1]) = mine.idx<l≤i−1{LCP[l]}. After
the procedure call lcp_update(LCP[i]), we have

e.lcp = min{lcp(TSA[e.idx], TSA[i−1]),LCP[i]}
= min

e.idx<l≤i
{LCP[l]} = lcp(TSA[e.idx], TSA[i]).

Hence property (4) is satisfied. This is also true after the procedure call list_update(i)
because for the new element enew = (i, |TSA[i]|), we have enew.lcp = |TSA[i]| =
lcp(TSA[enew.idx], TSA[i]).
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Theorem 2 The algorithm solves the k-common substring problem.

Proof Recall that �k denotes the length of a longest substring common to at least k

strings, where 2 ≤ k ≤ m. Furthermore, let q be the largest index for which there is
an index p, 1 ≤ p < q ≤ n, so that the suffixes TSA[p], TSA[p+1], . . . , TSA[q] have a
common prefix of length �k and |{text[p], text[p + 1], . . . , text[q]}| ≥ k. Because q

is the largest index with this property, it follows that LCP[q + 1] < �k . Now consider
the list before lcp_update(LCP[q + 1]) is called. By the fourth invariant, we know
that each element e in the list satisfies e.lcp = lcp(TSA[e.idx], TSA[q]). Let e′ be k-th el-
ement in the list (from right-to-left). As the suffixes TSA[p], TSA[p+1], . . . , TSA[q] have
a common prefix of length �k and |{text[p], text[p + 1], . . . , text[q]}| ≥ k, the first k

elements (from right-to-left) in the list have an lcp-value ≥ �k . Moreover, e′.lcp = �k

because otherwise there would be a longer substring common to k strings. Conse-
quently, when the procedure lcp_update(LCP[q + 1]) is called, A[k] is correctly up-
dated by A[k] ← e′. By the choice of index q , A[k] remains unchanged from that
point on. �

3.2 A Linear Time Solution

To obtain a linear time solution, we combine all elements of the doubly linked list
having the same lcp-value into intervals. This implies that every interval can be iden-
tified by its unique lcp-value. Because the lcp-values of the elements are in ascending
order (from left-to-right) in the list, it follows that the lcp-values of intervals are in
strict ascending order (from left-to-right) in the list. To represent intervals, each list
element now has the five components (lcp, idx,begin, end, size).

• begin: Pointer (from the last element of the interval) to the first element of the
interval.

• end: Pointer (from the first element of the interval) to the last element of the inter-
val.

• size: Number of elements in the interval.

The new components begin, end, and size are only relevant for the first and the
last element of an interval.

We can access all intervals by following the begin pointers as follows. We start
with the LV pointer and find the last element of the first interval I1 (from right-to-
left). Following the begin pointer of that last element, we reach the first element e1
of I1. Note that the size information can be used to compute the position k1 (from
right-to-left) of e1 in the list, namely k1 = e1.size. Then we find the element left to
it with the help of the usual links of the doubly linked list. This element is the last
element of the second interval I2 and we can reach the first element e2 of I2 by
following the begin pointer of the last element of I2. The position k2 (from right-to-
left) of e2 in the list is k2 = k1 + e2.size. In this way, we can proceed until all intervals
have been found.

It will also be necessary to access an interval of a certain lcp-value in constant
time. To this end, we use an array intptr[1..n] of interval pointers. To be precise,
intptr[j ] points to the first element of the interval with lcp-value j .
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Initially, the list contains the elements (0,1), (0,2), . . . , (0,m − 1), (|TSA[m]|,m)

divided into two intervals: The first m − 1 elements (from left-to-right) form an in-
terval and the second interval solely consists of the last element.

The linear time algorithm has the same structure as the naive algorithm. It satisfies
invariants (1)–(2), and invariants (3)–(4) for all elements that are the first element of
an interval. The algorithm linearly scans the enhanced suffix array starting at index
m + 1, and for each i with m + 1 ≤ i ≤ n, it first calls the procedure lcp_update and
then the procedure list_update.

• lcp_update(LCP[i]) linearly scans the list of intervals from right-to-left as de-
scribed above. Let e be the first element of the current interval and let k be its
position (from right-to-left) in the list. If e.lcp ≥ LCP[i], then we compare the
(currently best) value A[k].lcs with e.lcp. In case A[k].lcs ≤ e.lcp, we update A[k]
by the assignment A[k] ← (e.lcp, e.idx). Then the next interval (provided it exists)
is considered. If its lcp-value is greater than or equal to LCP[i], it will be set to
be the current interval and so on. Otherwise, if the lcp-value of the next interval is
strictly smaller than LCP[i], then e is the first element of a new interval with lcp-
value LCP[i] and size k. Consequently, we update these values by e.lcp ← LCP[i]
and e.size ← k. Furthermore, we set e.end ← e′ and e′.begin ← e, where e′ is the
last element of the list (LV points to it). Finally, the interval pointer intptr[LCP[i]]
must point to e and it is updated accordingly.

• list_update(i) deletes the element ẽ from the list to which textptr[text[i]] points.
However, this must be done with care. First, the size of the interval to which ẽ

belongs must be decreased by one. Second, if ẽ is the first or the last element
of its interval, then begin and end pointers must be modified accordingly. Nev-
ertheless, these updates can be done in constant time provided that the first and
last element of the interval to which ẽ belongs can be found in constant time.
According to invariant (4), this interval has lcp-value lcp(TSA[ẽ.idx], TSA[i]), and
the lcp-value can be identified in constant time by LCP[RMQ(ẽ.idx + 1, i)]. Then,
one finds the first element e of the interval to which ẽ belongs by following the
interval pointer intptr[LCP[RMQ(ẽ.idx + 1, i)]], while the last element of that in-
terval can be found with the help of the pointer e.end. Moreover, the procedure
list_update(i) adds a new interval at the end of the list. This interval consists of
the element e = (|TSA[i]|, i, e, e,1), i.e., both pointers e.begin and e.end point to e

itself. Finally, the pointers LV , textptr[text[i]], and intptr[|TSA[i]|] are updated so
that they all point to the added element.

Figure 4 illustrates how the algorithm works.
In contrast to the naive algorithm, when the algorithm updates an entry in the

array A, say A[k], then it does not check whether other entries A[k′] with k′ < k

have to be updated as well. This is because the algorithm directly jumps from the
last element of an interval to the first element and skips the elements in between
them. Consequently, in the final state of the array A, there may be entries A[k] and
A[k′] with 2 ≤ k′ < k ≤ m such that �k = A[k].lcs > A[k′].lcs. This means that the
algorithm has found a string common to k strings that is longer than the (currently
longest) string common to k′ strings, where k′ < k. Therefore, in a final phase, the
algorithm scans the array A from right-to-left and for j = m downto j = 3 it tests
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Fig. 4 In our fictitious example,
there are nine texts and the
upper figure depicts the point of
departure. For each element e in
the list, the component e.idx is
omitted. Furthermore, the
component e.lcp is only shown
for the relevant elements, viz.
the first element of intervals.
The begin and end pointers of
an interval are drawn as an arc
with two arrowheads, and the
size of the interval is represented
by the number above this arc. In
the next iteration i, we have
LCP[i] = 2, text[i] = 2, and
|TSA[i]| = 21. The middle figure
shows the situation after the
procedure call lcp_update(2),
while the lower figure depicts
the situation after the procedure
call list_update(i)

whether A[j ].lcs > A[j − 1].lcs holds true. If so, then it updates A[j − 1] by the
assignment A[j − 1] ← A[j ]. The correctness of the algorithm now follows from the
invariants as in Sect. 3.1.

Let us turn to the overall complexity of the algorithm. In each iteration, at most
two intervals are created. Thus, the algorithm creates at most 2n intervals. When
the procedure lcp_update(LCP[i]) reads an interval, it either overwrites this interval
with the new interval or it stops at this interval. Clearly, every interval can be over-
written only once. Thus, in all iterations the procedure lcp_update can overwrite at
most 2n intervals. Hence it takes O(n) time. Since the same is true for the procedure
list_update, the overall running time of the algorithm is O(n).

4 The k Common Repeated Substring Problem

Given m strings T (1), T (2), . . . , T (m) such that T = T (1)#1T
(2)#2 . . . T (m)#m is of

length n and m positive integers x1, . . . , xm, the k-common repeated substring prob-
lem is to find, for all k with 1 ≤ k ≤ m, a longest string ω for which there are at
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least k strings T (i1), T (i2), . . . , T (ik) (1 ≤ i1 < i2 < · · · < ik ≤ m) such that ω occurs
at least xij times in T (ij ) for each j with 1 ≤ j ≤ k. Again, let �k denote the length
of a longest string with this property.

Our algorithms for this problem are based on the following analogon to Theo-
rem 1.

Theorem 3 ω is a longest string for which there are at least k strings T (i1),

T (i2), . . . , T (ik) (1 ≤ i1 < i2 < · · · < ik ≤ m) such that ω occurs at least xij times

in T (ij ) if and only if there exist indices p and q with 1 ≤ p < q ≤ n such that

1. For each j with 1 ≤ j ≤ k: |{l | p ≤ l ≤ q and text[l] = ij }| ≥ xij

2. ω is a common prefix of TSA[p], TSA[p+1], . . . , TSA[q] and lcp(TSA[p], TSA[q]) = |ω|,
3. LCP[p] < |ω| and LCP[q + 1] < |ω|,
4. |ω| = �k .

Proof Similar to the proof of Theorem 1. �

4.1 A Naive Solution

Again, array A stores the currently best solutions, but this time for each k with
1 ≤ k ≤ m. The doubly linked list now contains

∑m
j=1 xj many elements, and each

element e in the list is now a triple (lcp, idx,flag), where the new component e.flag
is a Boolean flag. The initial list is obtained by adding, for each text Tj , xj − 1 many
elements of the form (lcp, idx,flag) = (0,−1,flag) to the left of the doubly linked list
[(0,1,flag), (0,2,flag), . . . , (0,m−1,flag), (|TSA[m]|,m,flag)]. For each text Tj , the
flag of the leftmost element in the list that belongs to Tj is set to true, while the flags
of all other elements are set to false. For each 1 ≤ j ≤ m, there is not one text pointer
textptr[j ] but there is an array textptr[j ][0..xj − 1] containing xj many text pointers.
Initially, textptr[j ][0] points to the leftmost element of text Tj in the list, textptr[j ][1]
points to the second leftmost element of text Tj in the list, etc. So textptr[j ][xj − 1]
points to the rightmost element of text Tj in the list, namely (0, j,flag) if j �= m and
(|TSA[m]|,m,flag) if j = m. Furthermore, there is an array LM[1..m] such that en-
try LM[j ] is an integer in the range 0 to xj − 1. (LM is an acronym for leftmost.)
Initially, LM[j ] = 0 for each j with 1 ≤ j ≤ m.

Our modified algorithm also satisfies the invariants (1), (3), and (4) of Sect. 3.1
and, for each 1 ≤ j ≤ m, the following modified invariant (2): Suppose that l =
LM[j ] and the text pointers

textptr[j ][l], textptr[j ][l + 1], . . . , textptr[j ][xj − 1],
textptr[j ][0], textptr[j ][1], . . . , textptr[j ][l − 1]

point to the elements e1, . . . , exj
(i.e., textptr[j ][l] points to e1, textptr[j ][l+1] points

to e2, etc.), then

(a) text[ep.idx] = j for all 1 ≤ p ≤ xj ,
(b) the sequence of indices e1.idx, . . . , exj

.idx is strictly increasing, and
(c) |{q | e1.idx ≤ q ≤ exj

.idx and text[q] = j}| = xj .
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Fig. 5 For each text T (j) , there
are xj elements in the list (here
x1 = x2 = x3 = x4 = 2), and the
pointers in the textptr[j ] array
point to them. The pointer to the
leftmost element corresponding
to text T (j) is indicated by an
arrowhead at the textptr[j ] array

In words, the elements e1, . . . , exj
correspond to the last xj suffixes seen so far that

belong to text T (j) and textptr[j ][LM[j ]] points to the leftmost of these elements
in the list. An illustration can be found in Fig. 5. Moreover, the Boolean flag of an ele-
ment is set if and only if one of the pointers textptr[1][LM[1]],textptr[2][LM[2]],. . . ,
textptr[m][LM[m]] points to it. In other words, if we scan the list, then the Boolean
flag of the current element e tells us whether e is the leftmost element for some
1 ≤ j ≤ m or not.

As in Sect. 3.1 the algorithm linearly scans the enhanced suffix array starting at
index m+1, and for each i with m+1 ≤ i ≤ n, it first calls the procedure lcp_update
with parameter LCP[i] and then the procedure list_update with parameter i.

• We modify procedure lcp_update from Sect. 3.1 as follows. There, k is the number
of elements from the rightmost element in the list to the current element e. Here, k

is the number of elements from the rightmost element to e whose Boolean flag is
set.

• list_update(i) updates the list as follows. If text[i] = j , then list_update(i) deletes
the element to which textptr[j ][LM[j ]] points from the list and adds a new el-
ement (|TSA[i]|, i,flag) at the end of the list, where flag = true if xj = 1 and
flag = false otherwise. The pointer LV is updated so that it points to the added
element. Furthermore, by the assignment LM[j ] ← ((LM[j ] + 1) mod xj ) we
make sure that textptr[j ][LM[j ]] points to the leftmost element belonging to text
T (j), and we set the flag of this leftmost element.

The worst-case time complexity of the algorithm is obviously in O(n · ∑m
j=1 xj ).

4.2 A Linear Time Solution

As in Sect. 3.2, we combine all elements having the same lcp-value into intervals.
The elements in the list have the same five components, only the meaning of the size
component is different. It now stores the number of elements in the interval whose
Boolean flag is set.

Again, the algorithm linearly scans the enhanced suffix array starting at index
m + 1. The procedure lcp_update is the same as in Sect. 3.2, only the procedure
list_update needs the following slight changes.

If text[i] = j , then list_update(i) deletes the element ẽ to which textptr[j ][LM[j ]]
points. The interval to which ẽ belongs can be found as in Sect. 3.2 and the size com-
ponent of the first element of the interval is decreased by one. By the assignment
LM[j ] ← ((LM[j ] + 1) mod xj ) we make sure that textptr[j ][LM[j ]] points to
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the new leftmost element belonging to text T (j), find the interval to which this ele-
ment belongs (again by a range minimum query and a look-up in the LCP array), and
increase the size component of the first element of this interval by one.

It follows as in Sect. 3.2 that the worst-case time complexity of this algorithm
is O(n).

5 Conclusions

We have presented a new linear time algorithm for the k-common substring problem.
In contrast to previous algorithms, small modifications to this algorithm are sufficient
to solve a natural generalization of this problem—the k-common repeated substring
problem—in optimal time. To the best of our knowledge, the modified algorithm is
the first O(n) time solution to the k-common repeated substring problem.

It should be pointed out that the algorithms can easily be modified so that they
output more information about the solutions to the problem under consideration.
We explain this for the k-common substring problem, but the same is true for the
k-common repeated substring problem. In our exposition, array A stores for each k

a pair (lcs, idx), where lcs is the length of a longest substring ω common to at least
k strings and idx is an index such that T [SA[idx]..SA[idx] + lcs − 1] = ω. However,
the algorithms actually compute indices p and q with 1 ≤ p < q ≤ n such that ω is
a common prefix of TSA[p], TSA[p+1], . . . , TSA[q] and lcp(TSA[p], TSA[q]) = |ω| = lcs;
cf. Theorem 1. Thus, if array A stores pairs of the form (lcs, [p..q]), then the interval
[p..q] contains at least one position from each of the k texts at which ω occurs. More-
over, if the array A stores pairs of the form (lcs, [[p1..q1], . . . , [pr ..qr ]]) such that the
list [[p1..q1], . . . , [pr ..qr ]] contains all intervals [ps..qs] satisfying Theorem 1, then
the algorithms can output all longest substrings common to at least k strings and not
just one.

Pseudo-code and implementations of the algorithms can be found at http://www.
uni-ulm.de/in/theo/research/seqana.html.
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