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Given a text T and a set of r patterns P1, P2, . . . , Pr , the exact multiple pattern matching 
problem reports the ending positions of all occurrences of Pi in T for 1 ≤ i ≤ r. By 
transforming all substrings with a fixed length of T into a reference tree such that each 
internal node stores a reference string, the exact multiple pattern matching problem can be 
efficiently solved by searching patterns in the tree via the guidance of the reference strings. 
We design elegant algorithms to construct the reference tree (the preprocessing phase) 
and to search patterns in the tree (the searching phase) using bitwise operations. The 
experiments involving problem instances from the DNA sequence and the English language 
are conducted to compare the performance of our approach against those of the suffix tree 
and suffix array algorithms. The computational results demonstrate the advantage of our 
approach over these algorithms. In spite of the simplicity, our approach is quite efficient, 
flexible and robust.

© 2021 Elsevier B.V. All rights reserved.

1. Introduction

The exact multiple pattern matching (EMPM) is one of the classical and significant research topics in computer science. Its 
applications cover diverse areas such as information security, image processing, information retrieval, operating system and 
computational molecular biology [7,16,24].

Given a text string T = t1t2...tn and r pattern strings P1, P2, . . . , Pr over alphabet �, EMPM reports all occurrences of Pi
in T for 1 ≤ i ≤ r. In this paper, we are interested in the situation that there would be a very large number of pattern strings. 
A typical example arises in the DNA sequencing problem. At first, a target unknown DNA sequence is delivered million short 
reads by Next Generation Sequencing (NGS) technology [5,19] and the short reads are reassembled to continuous segments 
(contigs) by the overlapping regions [4,20,37]. Then, contigs are scaffolded by aligning these contigs with a reference DNA 
[3,10,30] and the gap regions are closed by remapping the paired-end reads back to the scaffolds [22,27,28]. In the process 
of the alignment, we need to determine the positions of all occurrences of contigs, usually more than thousands, on the 
reference DNA. As other examples, we may try to find where certain phrases appear in the Bible (classic novels/speeches), 
or to ensure that our computer files are not infected with viruses, worms, Trojan horses, and so on. These manifest the 
practical applications of the EMPM problem. To cope with the problem, it is worthwhile to conduct a preprocessing on the 
reference DNA (Bible, files, etc.) such that the later searching for contigs (phrases, viruses, etc.) will be very fast.
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The most popular methods based on preprocessing (text T ) and searching to solve the EMPM problem are the suffix tree
or suffix array algorithms. The suffix tree, proposed by Weiner [36], is a universal data structure to deal with many problems 
in stringology. Later, Ukkonen provided the first online-construction of the suffix tree [35]. The time and space complexities 
of constructing the suffix tree are both O(n). To find the exact matches of pattern Pi for 1 ≤ i ≤ r in the suffix tree can be 
accomplished in O(|Pi | + occ) time where |Pi | is the length of Pi and occ is the number of occurrences. Manber and Myer 
introduced the suffix array [21], which is an alternative to the suffix tree. The time and space complexities of building the 
suffix array are also O(n) [18]. Utilizing the auxiliary array (longest common prefix (LCP) array), the searching algorithm in 
the suffix array reports the positions of all occurrences of pattern Pi for 1 ≤ i ≤ r in O(|Pi | + occ + log n) time [17].

Many researchers focused on refining the suffix array and suffix tree algorithms. The most successful results include 
compressed suffix array and compressed suffix tree, which reduce the space requirements of the suffix array and suffix 
tree, respectively. It is noticed that Abouelhoda et al. incorporated suffix array, LCP array and lcp-interval tree to simu-
late all kinds of suffix tree traversals very efficiently [1]. In the compressed suffix array algorithms proposed by Sadakane 
[32], Grossi et al. [13] and Ferragina et al. [9], the space requirements are (1/ε)nH0+O(n log H0), nHk log logσ n+O(n) and 
nHk+O(n logσ/ logε n) bits, respectively, where ε > 0, σ is the size of alphabet � and Hk denotes the kth-order entropy 
of text T , and the access times are O(occ logε n), O(occ(log logσ n + logσ )) and O(occ log1+ε n), respectively. Regarding 
the compressed suffix tree, the algorithms devised by Sadakane [33] and Russo et al. [31] need nHk + 6n+O(n logσ ) and 
nHk+O(n logσ ) spaces, respectively, and both the locate times are in O((logσ log n) log n).

In this paper, we propose a novel reference tree approach to deal with the EMPM problem. We first construct the reference 
tree with respect to text T and then determine the exact matches by searching all patterns in the tree. Each internal node 
of the tree consists of a reference string so that the search for the patterns starting from the root node could be guided by 
the reference strings either to some leaf node where the exact matches could be decided; or to some internal node where 
the occurrence of the pattern P in T could be entirely denied.

The rest of the paper is organized as follows. In Section 2, we define the reference tree and present our designs of the 
preprocessing (for constructing the reference tree) and searching (for determining the exact matches of the given patterns 
via the tree) algorithms. Experimental results for real data of the DNA sequence and the English language are summarized 
and discussed in Section 3. We conclude this research in Section 4. The expected time and space complexities are analyzed 
in Appendix A. Experimental results for random text and patterns simulating the DNA sequence and the English language 
are presented and discussed in Appendix B.

2. Reference tree approach

Let the text T = t1t2 . . . tn and r patterns P1, P2, . . . , Pr of lengths m1, m2, . . . , mr , respectively, be strings over alphabet 
�. Let |T | be the length of T (i.e., n = |T |) and σ be the size of � (i.e., σ = |�|). The EMPM problem is to find the ending 
positions of all occurrences of Pi in T for 1 ≤ i ≤ r. That is, we have to report all locations j’s such that T [ j − mi + 1, j] is 
equal to Pi where T [ j − mi + 1, j] denotes the substring t j−mi+1t j−mi+2 . . . t j for mi ≤ j ≤ n and 1 ≤ i ≤ r.

We observe that determining whether Pi appears in T is less efficient than determining whether a prefix of Pi of length, 
say � (< mi ), appears in T . Let such a prefix be referred to as an �-prefix. Thus, the exact matches of Pi in T may be decided 
in two stages: (1) resolving whether or not the �-prefix of Pi appears in T ; (2) verifying whether the rest part of Pi also 
occurs in T , if (1) holds. The first is called the candidate-finding stage, while the second the verifying stage. Apparently, if 
the former does not obtain any candidate, the latter can be ignored.

Let a substring in T of length � be referred to as an �-substring. Suppose that we have a proper structure to keep all 
�-substrings of T and an elegant algorithm for answering whether the �-prefixes of the patterns occur in the structure. It 
would be of great benefit to accomplish the candidate-finding stage. Such ideas inspire us to construct a reference tree in 
order to keep all �-substrings of T based on which our searching algorithm could resolve the existence of the �-prefixes of 
the patterns efficiently. The verifying stage, only if any candidate has been found, requires merely a special pattern matching 
algorithm to verify whether exact matches exist for the rest parts of the patterns. Note that our idea demands that � should 
be no greater than the length of any pattern. Otherwise, our approach is not working. Suppose that we know some small-
length patterns exist in advance, the choice of � should be accordingly adjusted before the construction of the reference 
tree.

2.1. Keeping �-substrings of text in reference tree

Let si denote the �-substring T [i, i + � − 1] for 1 ≤ i ≤ n − � + 1. We collect all �-substrings in T into a set S , i.e., S =
{s1, s2, . . . , sn−�+1}. In the physical realization, S can be easily represented by the starting positions (i.e., 1,2, . . . ,n − � + 1) 
of the �-substrings in T . Our reference tree aims at storing all elements in S . Conceptually, each internal node simply keeps 
one �-substring (physically, a starting position in T ), called the reference string, based on which at most � +1 subtrees would 
be expanded where the related �-substrings are stored accordingly. Another parameter k, designated the maximum number 
of �-substrings stored in a leaf, is introduced to adjust the flexibility of the expansion of the tree. Given the two pre-defined 
parameters � and k, the reference tree of T , denoted as R�,k , is characterized as follows:

(1) R�,k is an (� + 1)-nary tree rooted at node N .
2
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Fig. 1. Reference tree R4,3 of T = GAGTCAGAGTA.

(2) Each node X in R�,k is associated with a constructing data set, denoted as I(X) (⊆ S). For root node N , I(N) = S .
(3) If |I(X)| ≤ k or all elements in I(X) are identical, X becomes a leaf node where all strings in I(X) are stored. Otherwise, 

it is an internal node.
(4) Each internal node X , whose children are named as X0, X1, . . . , X� , contains a reference string, denoted as ρX , chosen 

from I(X). Those strings in I(X) whose distances from ρX are d would be dispatched to the subtree rooted at Xd , which 
is also a reference tree and its constructing data set is I(Xd) for 0 ≤ d ≤ �.

The measurement of the distance between two strings in this paper is the Hamming distance [14]. Since the Hamming 
distance between two �-strings ranges from 0 to �, each internal node X dealing with data I(X) (where |I(X)| > k) with 
respect to ρX has at most � + 1 subtrees rooted at X0, X1, . . . , X� (as characterized by (1) and (4)) where constructing data 
I(X0), I(X1), . . . , I(X�) are respectively dispatched. X0 is definitely a leaf node (as characterized by (3)) so that it stores 
I(X0), whose members are exactly identical to ρX . Those Xi ’s with |I(Xi)| ≤ k are also leaf nodes for 1 ≤ i ≤ � (by (3), too). 
It is probable for some Xi ’s to be empty nodes as long as |I(Xi)| = 0.

Initially, I(N) = S for root node N . For each internal node X , we merely choose the substring with the smallest staring 
position in I(X) as ρX . It is not hard to see that parameter � (k) affects the width (height) of the reference tree. In general, 
for a fixed � (k), a smaller k (�) results in a higher (narrower) tree. The combinations of these two parameters provide a 
broad range of probable reference trees.

Let us resort to an example. Consider T = GAGTCAGAGTA, � = 4 and k = 3. The reference tree R4,3 of T is shown in 
Fig. 1. The 4-substrings of T are s1 = GAGT, s2 = AGTC, s3 = GTCA, s4 = TCAG, s5 = CAGA, s6 = AGAG, s7 = GAGT and s8 =
AGTA, and thus I(N) = {s1, s2, . . . , s8} ({1, 2, . . . , 8} for a physical realization). In N , s1 is chosen to be the reference string 
(i.e., ρN = s1). The distances between s1, s2, . . . , s8 and s1 are 0, 4, 3, 4, 2, 4, 0 and 4, respectively. Hence, we obtain that 
I(N0) = {s1, s7}, I(N1) = ∅, I(N2) = {s5}, I(N3) = {s3} and I(N4) = {s2, s4, s6, s8}. Apparently, N1 is an empty node, while N0, 
N2 and N3 are leaf nodes (see character (3) of the reference tree) where the corresponding data sets are stored. Owing to 
|I(N4)| = 4 (which is greater than k), N4 becomes an internal node which needs to be expanded. The chosen reference string 
is ρN4 = s2. The distances between the members in I(N4) (i.e., s2, s4, s6 and s8) and ρN4 are 0, 4, 2, and 1, respectively. 
We have I(N40) = {s2}, I(N41) = {s8}, I(N42) = {s6}, I(N43) = ∅ and I(N44) = {s4}. Now, all child nodes of N4 are leaves. The 
reference tree of T is obtained.

One critical part in applying the reference tree is to compute the Hamming distances between all strings in the con-
structing data and the reference string in an internal node. It would be very time-consuming if the distances are computed 
by the simply linear scan method. For improving the performance, we transfer the strings over alphabet � into bit strings 
and apply bitwise operations to accelerate the distance computations. Consider symbol ai ∈ � for 1 ≤ i ≤ σ . We denote ai
by bit string αi of 1 + �log2 σ � bits where the �log2 σ � bits distinguish the σ symbols and the extra leading bit, called 
the witness bit, aims at detecting whether a carry exists after a bitwise operation. For example, assume that alphabet 
� = {a1, a2, a3, a4} = {A, C, G, T}. The corresponding bit strings of symbols A, C, G and T are α1 = 000, α2 = 001, α3 = 010
and α4 = 011, respectively, where all leading witness bits are 0’s initially. Hence, T can be transferred to bit string B with 
nλ bits or �nλ/ω� words where λ = 1 + �log2 σ � and ω is the size of a computer word (i.e., ω = 32 or 64 (bits)). For each 
�-substring si = T [i, i + � − 1] where 1 ≤ i ≤ n − � + 1, its bit string bi consists of �λ bits starting from position (i − 1)λ + 1
and ending to position (i + � − 1)λ in B . Fig. 2 depicts the relationship between si in T and the corresponding bi in B .

Let βX be the bit string of reference string ρX in internal node X . Let bwitness = (1(0)�log2 σ �)� be the witness string and 
binv_witness = (0(1)�log2 σ �)� be the inverse witness string. The Hamming distance between si and ρX can be computed by the 
corresponding bit strings bi and βX as follows:

popcount(((bi ⊕ βX ) + binv_witness) ∧ bwitness) (1)

where ⊕, + and ∧ are the “exclusive or” (XOR), “ADD” and “AND” bitwise operations, respectively, and popcount(b) is the 
method to count the number of 1’s of bit string b [15]. Consider the case of σ = 4 and � = 3. We have bwitness = 100100100
3



Fig. 2. Relationship between si in T and the corresponding bi in B .

and binv_witness = 011011011. The locations of 1’s in bi ⊕ βX indicate the positions of bi and βX in which the corresponding 
bits are different. (bi ⊕βX ) + binv_witness makes the 1’s of (bi ⊕βX ) be summed up to the corresponding carries (witnesses). 
Next, the bits which are not witnesses will be cleared by (bi ⊕ βX ) + binv_witness) ∧ bwitness . Finally, the number of 1’s in the 
resultant bit string is exactly the Hamming distance between si and ρX , which is counted by the popucount method. When 
the size of each bi (and βX ) where 1 ≤ i ≤ n − � + 1 is smaller than or equal to a computer word, Equation (1) counts the 
number of 1’s in O(1).

The algorithm for constructing the reference tree is presented in Algorithm 1. The tree is constructed in a breadth-first-
search manner so that a queue Q is adopted.

2.2. Finding occurrences of patterns via reference tree

All �-substrings of T are recoded in reference tree R�,k of T by Algorithm 1. The following property signifies the effec-
tiveness of searching patterns in the reference tree.

Property 1. Let a, b and c be strings with the same length �. Let δ(a, b) denote the Hamming distance between a and b where 0 ≤
δ(a, b) ≤ �. We have

(1) a �= c if δ(a, b) �= δ(c, b), and
(2) a may be equal to c if δ(a, b) = δ(c, b).

Consider pattern P and its �-prefix p as well as internal node X and its reference string ρX in R�,k . In the candidate-
finding stage, by Property 1(1), if δ(p, ρX ) = d where 0 ≤ d ≤ �, it is impossible for p to be in the subtree rooted at Xd′
where d′ �= d. In fact, all the �-substrings in the subtree rooted at Xd have the same distance from ρX . Hence, the search for 
the matches of p (and subsequently, P ) just needs to be considered in Xd by Property 1(2). In other words, the �-substrings 
in subtree Xd are the candidates of p (and subsequently, P ). With the guidance of the reference strings along the internal 
nodes from the root, the candidates could be percolated to some leaf and lots of branches containing non-candidates can 
be pruned away. Further verification for the exact matches of P only takes in a particular leaf. Surely, the computation of 
δ(p, ρX ) is also accomplished by Equation (1) (i.e., popcount(((bp ⊕ βX ) + binv_witness) ∧ bwitness) where bp and βX are the 
bit representations of p and ρX , respectively).

On condition that Xd does not exist, we merely stop searching for P . If Xd is not empty and d = 0 (an extreme case 
that all strings in I(X0) are identical to ρX , and consequently equal to the �-prefix of P ), the verifying phase goes on: For 
each i ∈ I(X0), we examine whether T [i + �, i + m − 1] = P [� + 1, m] by linear comparison (character by character) until a 
mismatch occurs or they exactly match where m is the length of P . Whenever an exact match occurs, the ending position 
i + m − 1 would be collected as one of the solutions with respect to P for all i’s in I(X0).

Suppose that Xd is again an internal node where I(Xd) �= ∅ and d �= 0. The search goes on until we reach a leaf node 
Y . The verifying phase is applied in Y by examining whether T [i, i + m − 1] is equal to P or not for i ∈ I(Y ) character by 
character. Whenever T [i, i + m − 1] exactly matches with P , the ending position i + m − 1 would be reported for all i’s in 
I(Y ).

The searching for pattern P in the reference tree is shown in Algorithm 2. By utilizing Algorithm 2 for all patterns, the 
EMPM problem can be solved.
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Algorithm 1 Constructing the reference tree of T .
Input: Text string T over alphabet � = {a1, a2, . . . , aσ }, and parameters � and k
Output: Bit string B with respect to T and reference tree R�,k of T

1: for (each symbol ai ∈ � for 1 ≤ i ≤ σ ) do
2: αi ← 0w where w is the binary representation of i − 1 with �log2 σ � bits
3: end for
4: Obtain bit string B with respect to T
5: binv_witness ← (0(1)�log2 σ �)� and bwitness ← (1(0)�log2 σ �)�
6: S ← {i | 1 ≤ i ≤ n − � + 1}
7: Create node N to be the root node of R�,k

8: Create queue Q which records the nodes to be expanded
9: Enqueue the pair (N, S) into Q where S is the constructing data of N (i.e., I(N) ← S)

10: while (Q �= ∅) do
11: Dequeue a pair (X, I(X)) from Q
12: if (|I(X)| > k) then

// X is an internal node contains ρX and child nodes (X0, X1, . . . , X�)

13: Mark X as an internal node
14: Choose si to be ρX where i is the smallest integer in I(X)

15: Obtain bit string βX with respect to ρX

16: for (each j, 0 ≤ j ≤ �) do S j ← ∅
17: for (each element i, i ∈ I(X)) do
18: d ← popcount(((bi ⊕ βX ) + binv_witness) ∧ bwitness)

19: Sd ← Sd ∪ {i}
20: end for
21: for (each j, 0 ≤ j ≤ �) do
22: if (S j �= ∅) then
23: Create node X j to be the child node of X
24: if ( j = 0) then
25: Mark X0 as a leaf node storing all members in S0

26: else
27: Enqueue the pair (X j , S j) into Q
28: end if
29: end if
30: end for
31: else

// X is a leaf node since |I(X)| ≤ k
32: Mark X as a leaf node storing all members in I(X)

33: end if
34: end while
35: return bit string B and reference tree R�,k of T rooted at N

Algorithm 2 Searching a pattern in the reference tree.
Input: Pattern string P = p1 p2 . . . pm , text string T , parameters � and k, reference tree R�,k of T rooted at N and bit string B with respect to T
Output: Ending positions of all occurrences of P in T

1: Obtain the bit string bp of the �-prefix p of P
2: search_ f lag ←true
3: X ← N , binv_witness ← (0(1)�log2 σ �)� and bwitness ← (1(0)�log2 σ �)�
4: while (search_ f lag is true) do
5: if (X has child nodes) then

// X is an internal node (the candidate-finding stage)
6: d ← popcount(((bp ⊕ βX ) + binv_witness) ∧ bwitness)

7: if (d = 0) then // X0 is a leaf node (the verifying stage)
8: for (each i ∈ I(X0)) do
9: if (T [i + �, i + m − 1] = P [� + 1, m]) then output position i + m − 1

10: end for
11: search_ f lag ←false
12: else if (I(Xd) = ∅) then
13: search_ f lag ←false
14: else
15: X ← Xd // X is updated by the child node Xd

16: end if
17: else

// X is a leaf node (the verifying stage)
18: for (each i ∈ I(X)) do
19: if (T [i, i + m − 1] = P [1, m]) then output position i + m − 1
20: end for
21: search_ f lag ←false
22: end if
23: end while
5
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Fig. 3. The reference tree and its corresponding consecutive memory C .

Note that each internal node contains a reference string represented by its starting position of T and at most � + 1 child 
nodes. In the physical implementation, constructing set S , also represented by the starting positions of all its elements in 
T , can be stored in a consecutive memory space C . When each internal node X classifies these positions (i.e., the strings 
in I(X)) into � + 1 groups according to their distances from ρX , we simply move these positions in C to new locations 
accordingly such that each of the � + 1 groups still occupies the consecutive space in C . Consequently, in leaf node Y , all 
positions (strings in I(Y )) definitely locate in C in a consecutive segment. We may use an integer to keep the starting 
location of the segment and another integer to memorize the length of the segment. As a result, the node in our reference 
tree only requires 2 integers and � + 1 pointers (pointing to the � + 1 subtrees). Following the aforementioned example (see 
Fig. 1), Fig. 3 illustrates our data structures where C i shows the contents of the consecutive memory for the constructing 
data from level 1 to level i of the tree. Initially, C1 records the starting positions of all �-substrings of T .

The number of leaf nodes in the reference tree is smaller than n (even when k = 1), and the number of internal nodes 
would be less than that of leaf nodes. Since each node (except the root node) is connected by a link from its parent node, 
the number of links is at most n for leaf nodes and is at most n for internal nodes. Thus, the space complexity for these links 
is O(n). Each internal node records the starting position of the reference string and the necessary links to its children. Thus, 
the space complexity of all internal nodes is O(n). Since all �-substrings, represented by their starting positions in T , would 
be dispatched into the leaf nodes, the space complexity for the leaves is also O(n). Consequently, the space complexity of 
the reference tree is O(n) in the worst case.

In our reference tree, � and k act as the parameters for adjusting the size and the shape of the tree so that the tree could 
meet various searching requirements for different data instances. The expected height of the reference tree, denoted as h and 
analyzed in Appendix A, is 1 + logx

k
(n−�+1)

where x = max
(

�
�−d

)
(σ−1)d

σ� . The expected number of comparisons in constructing 

tree is thus O
(

(n − � + 1) × σ � ×
(

1 −
(

1 − ( 1
σ

)�
)h

))
and the expected space complexity is O

((
k

n−�+1

)logx �
)

. The search 

for a pattern P needs O(h) steps on the tree, and verifying the positions in a special leaf takes O((|P | − �) × n) = O(|P | × n)

time in the worst case (i.e., all �-substrings of T are in a leaf node) and that in an ordinal leaf needs O(|P | × k) time where 
the special leaf is the one whose input substrings are equal to the reference string in its parent and the ordinal leaf contains 
no greater than k substrings that are different from its parent’s reference string.

3. Experimental results and discussions

The parameters in our reference tree approach include n (the length of text T ), σ (the size of alphabet �), r (the number 
of patterns), � (the length of the substrings of T ) and k (the maximum number of the �-substrings stored in the ordinal 
leaves of the tree). As we mentioned before, in computational biology the researchers often need to know where contigs 
of the target DNA sequence occur in its reference sequences. Or, we would like to find inspiring phrases in the Bible or 
classic novels/speeches. Therefore, our experiments focused on these two alphabets: DNA sequence and English language 
with σ = 4 and σ = 63, respectively. The number of patterns was roughly set to be r = 103, which is a common amount 
in the DNA sequencing problem. Concerning different matching requirements (e.g., finding short/long contigs, searching 
simple/compound phrases, etc), the test patterns were classified into 3 categories according to their lengths:

(a) 7 ± 20%, 8 ± 20%, . . . , 20 ± 20%;
(b) 30 ± 20%, 40 ± 20%, . . . , 90 ± 20%; and
(c) 100 ± 20%, 200 ± 20%, . . . , 1000 ± 20%

where length u ± v means that the lengths are in the range [u − �uv�, u + �uv�] (e.g., [800, 1200] for 1000 ± 20%). The 
test patterns were randomly selected from the text (that is, each pattern occurs in the text at least once) in each pattern 
group u ± v . This setting not only eases the verification to the correctness of our approach, but also meets our interest in 
the applications of DNA sequencing where the occurrences of contigs (particularly, long patterns like those in Category (c)) 
6
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Fig. 4. Preprocessing times for RT1(6,10), RT2(6,10) and the suffix tree/array algorithms on Drosophila DNA sequence with length 106.

in the DNA sequence (text) are informative. For each group consisting of r
(= 103

)
patterns, 1000 independent pattern sets 

were prepared and tested. The computational results for each group reported in the following are the average outcomes 
of these 1000 independent runs. The experimental results concerning randomly generated texts and patterns (where each 
pattern may or may not occur in the text) are summarized in Appendix B.

The experiments were run on a personal computer with Intel Core2 Quad Q6600 with 2.4 GHz, 4 MB of cache and 4 GB 
of RAM. The operating system was CentOS 6.10 64-bit. Our programs2 were coded in C and complied with gcc (GCC) version 
4.8.5 with optimization option -O3. Either Algorithm 1 (for the preprocessing stage) or Algorithm 2 (for the searching stage) 
of our approach with parameters � and k, is referred to as RT1(�, k) for short.

In the physical implementation, to compute δ(bi, βX ) (the Hamming distance between si and ρX in node X where 
i ∈ I(X), see Equation (1)), bi and βX need to be extracted from the bit string B of T (see Fig. 2) where the starting 
positions of bi (i.e., (i − 1)λ + 1) and βX in B should be calculated. Note that bit string bi (or βX ) may be located in two or 
more consecutive computer words. The extractions of bit strings could be avoided by utilizing an extra table, in which the 
bit string of each �-substring is pre-stored. That is, the ith element in the table stores bit string bi of si (= T [i, i + � − 1]) 
for 1 ≤ i ≤ n − � + 1. By accessing bi from this table directly, we omit the calculation for locating and extracting bi from B
for every distance computation. The performance of our approach can thus be improved to some degree. We refer to this 
accelerated version as RT2(�, k).

To verify the efficiency of our approach, we also implemented the suffix tree and suffix array algorithms including

(1) SA: the suffix array without compression,
(2) CSA-S: the compressed suffix array proposed by Sadakane [32],
(3) CSA-GGV: the compressed suffix array by Grossi et al. [13],
(4) CST-OFG: the compressed suffix tree by Ohlebusch et al. [25],
(5) CST-RNO: the compressed suffix tree by Russo et al. [31] and
(6) CST-S: the compressed suffix tree by Sadakane [33].

We called the corresponding functions in the SDSL [12] version 2.0,3 which is a popular and quality tool, and has been 
applied by many computational works [2,6,8,11,23,26,29,34]. The library was complied with their default options (with 
optimization -O3).

We designated two experiments to summarize our abundant experimental results. The first concentrated on a real DNA 
sequence of σ = 4; whereas, the second addressed on the Bible text of σ = 63. The computational results, including the 
preprocessing and searching times, of our approaches as well as aforementioned suffix array and suffix tree algorithms are 
presented accordingly in the following.

3.1. Experiment 1: EMPM on DNA sequence

To obtain the real DNA sequence, we downloaded the sequence of Drosophila yakuba from the web-site of National Center 
for Biotechnology Information (NCBI). The GenBank assembly accession is GCA_000005975.1 and RefSeq assembly accession 
is GCF_000005975.2. After eliminating the symbols N’s, the length of the whole sequence is about 168 M. We simply chose 
the prefix with length 1 M (i.e., n = 106) as our test text.

Based on our preliminary and extensive tests, we set � = 6 and k = 10 under σ = 4 to construct the reference tree for 
the DNA text. The preprocessing times for all the eight algorithms compared in this experiment are reported in Fig. 4. It 
is easily seen that the performances of RT1(6, 10), RT2(6, 10), CSA-S, CSA-GGV and SA are more efficient than those of the 
other three. Among the leading and comparable five, our RT2(6, 10) delivers the best execution time; while RT1(6, 10) is 
slightly slower than CSA-GGV and SA, yet faster than CSA-S.

2 The codes of our reference tree approaches are available at https://github .com /AlgLab -NTHU /Reference -Tree -Approach.
3 SDSL-lite library is available at https://github .com /simongog /sdsl -lite.
7
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Table 1
Spaces usage for the eight algorithms on Drosophila DNA sequence with length 106.

RT1(6,10) RT2(6,10) CSA-S CSA-GGV SA CST-OFG CST-RNO CST-S

Space usage (MB) 9.34 334 5.18 5.18 7.98 25.52 25.52 39.91

Fig. 5. Searching times for patterns in Category (a) on Drosophila DNA sequence with length 106.

Table 2
Average numbers of the occurrences of a pattern with regard to lengths in Category (a) on Drosophila DNA sequence with length 106.

Lengths of patterns 7 ± 20% 8 ± 20% 9 ± 20% 10 ± 20% 11 ± 20% 12 ± 20% 13 ± 20% 14 ± 20% 15 ± 20%

Average number of occurrences 146.16 41.15 12.49 8.11 3.20 1.79 1.35 1.21 1.18

Table 1 lists the memory spaces usage for these eight algorithms. It is seen that compressed suffix array algorithms (e.g., 
CSA-S and CSA-GGV) require the least memory space (e.g., 5.18 MB); SA takes the second least (7.98 MB) and RT1(6,10)

the third (9.34 MB), which are followed by compressed suffix tree algorithms (e.g., CST-OFG, CST-RNO and CST-S); whereas, 
RT2(6,10) requires the greatest space. Note that because all texts for the three pattern-categories are the same DNA se-
quence, the preprocessing times and spaces of these three categories would be equal.

Let us first consider the patterns in Category (a), whose lengths range from 7 ± 20% to 20 ± 20%. Fig. 5 shows the 
searching times of our approaches and the other six algorithms. Table 2 presents the average number of the occurrences 
of a pattern in the text for the pattern groups with lengths no larger than 15 ± 20%. For the pattern-lengths ranging from 
12 ± 20% to 20 ± 20%, CSA-GGV, CST-OFG and CST-RNO outperform all the others. RT1(6,10) and RT2(6,10) are slightly 
slower, but faster than the other three algorithms, CSA-S, SA and CST-S.

For the very short pattern-lengths ranging from 7 ± 20% to 10 ± 20%, our RT1(6,10) and RT2(6,10) have the best 
performances among all. In such cases, all the 6-substrings of the text have been constructed in the reference tree (with 
at most k = 10 substrings in the ordinal leaves). This structure leads a short searching time from the root to a certain leaf 
(with height at most 17, which is also the depth of our tree) and a rapid verification time since the rest part needed to be 
verified (in a special leaf) is very short. In particular, for lengths 7 ± 20% ([6, 8]), only at most 2 characters (the rest part) 
need to be verified for a pattern. There are in average 227 occurrences for a 6-substring stored in a certain special leaf, 
which incur at most 227 × 2 character comparisons. The average number of the occurrences of a pattern is about occ = 146
(see Table 2). Thus we need about (227 × 2)/146 = 3.11 character comparisons (or O(3.11 × occ)) in average to verify a 
pattern in a special leaf, which is very efficient. It is noticed that Table 2 also reveals that as the length of the patterns 
grows, the average number of the occurrences of a pattern in the text decreases.

In short, from Fig. 5, Tables 1 and 2, we realize that for pattern lengths ranging from 12 ± 20% to 20 ± 20% with less 
pattern-occurrences CSA-GGV, CST-OFG and CST-RNO offer the best performance using a fair memory space. For those raging 
from 7 ± 20% to 11 ± 20% with more pattern-occurrences RT2(6,10) runs the fastest under the support of a relatively large 
space, while RT1(6,10) follows to a lesser extent using also a fair space. The construction of all �-substrings in the reference 
tree receives a quality performance here.

Fig. 6 presents the searching times of CSA-GGV, CST-OFG, CST-RNO, RT1(6,10) and RT2(6,10) for the patterns in Category 
(b). Note that those of CSA-S, SA and CST-S, which are relatively slower, are not included. RT2(6,10) runs the fastest among 
all with almost a constant performance. The tradeoff for gaining acceleration at the expense of more space in RT2(6,10)

is now manifest. The execution times of CSA-GGV, CST-OFG and CST-RNO grow as the pattern-lengths increase linearly. 
8
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Fig. 6. Searching times of the best five algorithms for patterns in Category (b) on Drosophila DNA sequence with length 106.

Fig. 7. Searching times for patterns in Category (c) on Drosophila DNA sequence with length 106.

They run faster than RT1(6,10) when pattern lengths are smaller than 80 ± 20%, but slower when those are no less than 
80 ±20%. It is noticed that our reference tree approaches behave quite stable (where the searching times vary insignificantly 
as the pattern-length grows) for coping with patterns in Category (b).

Regarding the patterns in the third Category (c), the searching times for all eight algorithms are illustrated in Fig. 7. 
As can be seen, RT1(6,10) and RT2(6,10) report better performances than CSA-GGV, CSA-OFG and CST-RNO (which spent 
nearly the same time), and behave much better than the other three algorithms. For the lengths ranging in [80, 120], 
RT2(6,10) is faster than RT1(6,10) about 2.11 times and faster than other six algorithms at least 2.46 times. Regarding 
the longest pattern group with lengths ranging in [800, 1200], RT2(6,10) is faster than RT1(6,10) about 3.51 times and 
faster than the others at least 16.33 times. The performances of our approaches are indeed appealing when dealing with 
the EMPM on the DNA sequence for the patterns in Category (c).

3.2. Experiment 2: EMPM on the Bible

We downloaded the King James Version of the Bible (Old Testament) from the website of String Matching Researching 
Tool (SMART).4 The length of the strings in this version is about 4.04 M. The whole strings were included as our test text 
(i.e., n = 4.04 × 106) with σ = 63.

Based on our pilot tests, we set � = 9 and k = 100 to construct the reference tree for the Bible text. The preprocessing 
times of the eight algorithms are presented in Fig. 8. Similar as the discussions about Fig. 4, RT1(9,100), RT2(9,100), CSA-S, 

4 SMART is available at https://smart -tool .github .io /smart/.
9
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Fig. 8. Preprocessing times on the Bible text with length 4.04 M.

Table 3
Spaces usage on Bible with length 4.04 M and σ = 63.

RT1(9,100) RT2(9,100) CSA-S CSA-GGV SA CST-OFG CST-RNO CST-S

Spaces usage (MB) 46.39 622 19.71 19.71 24.44 78.87 78.87 157

Fig. 9. Searching times for patterns in Category (a) on the Bible text with length 4.04 M.

Table 4
The average numbers of the occurrences of a pattern in the Bible text with length 4.04 M.

Lengths of patterns 11 ± 20% 12 ± 20% 13 ± 20% 14 ± 20% 15 ± 20% 16 ± 20% 17 ± 20% 18 ± 20% 19 ± 20% 20 ± 20%

Average number of occurrences 54.6 32.54 20.91 14.37 11.68 8.68 6.68 5.15 4.13 3.63

CSA-GGV and SA dominate the other three. Among all, RT2(9,100) gives the best performance, while CSA-GGV lags behind 
slightly. RT2(9,100) is about 1.02 times faster than CSA-GGV and at least 1.27 times faster than the all other suffix tree/array 
algorithms.

Table 3 summarizes the spaces usage for these algorithms. The space of RT1(9,100) is larger than those of CSA-S and 
CSA-GGV about 2.35 times and that of SA about 1.90 times but smaller than those of CST-OFG and CST-RNO about 1.7 times 
and that of CST-S about 3.38 times. RT2(9,100) demands a large memory space, which is about 13.41 times larger than 
that of RT1(9,100), to accelerate the searching speed.

For the patterns in Category (a), Fig. 9 depicts the searching times for the eight algorithms. Note that the lengths here 
range in 11 ± 20%, 12 ± 20%, . . . , 20 ± 20%, which are not shorter than �. Table 4 exhibits the average number of the 
occurrences of a pattern in the text for each pattern group. Our approaches are more efficient than the other six algorithms. 
For the shortest patterns (11 ± 20%), RT1(9,100) and RT2(9,100) are about 2.46 and 2.81 times, respectively, faster than 
SA, which reports the best performance among the other six algorithms. For the patterns with lengths 20 ±20%, RT1(9,100)

and RT2(9,100) run about 1.68 and 2.78 times faster than CST-RNO, which is the fastest among the other six.
The searching times for the patterns in Category (b) are presented in Fig. 10. It is seen that our approaches are more 

efficient than the suffix tree/array algorithms and the superiority tends to grow as the pattern-length increases. For the 
patterns with lengths ranging in 30 ± 20%, RT1(9,100) and RT2(9,100) operate about 1.08 and 1.92 times speedier than 
10
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Fig. 10. Searching times for patterns in Category (b) on the Bible text with length 4.04 M.

Fig. 11. Searching times for patterns in Category (c) on the Bible text with length 4.04 M.

CST-RNO which is the best among the six suffix tree/array algorithms. For those ranging in 90 ± 20%, the corresponding 
ratios advance to 1.94 and 3.64. It is also seen that the running times of the suffix tree/array algorithms grow as the 
pattern-length increases; on the other hand, those of our approaches barely change. We may say that the behavior of our 
approaches is quite stable here.

Concerning the patterns in Category (c), Fig. 11 explores the searching times for the eight algorithms. It is easy to see 
from Fig. 11 that both RT1(9,100) and RT2(9,100) deliver the shortest running times, CSA-GGV, CST-OFG and CST-RNO, 
which run close to each other, come next, while SA, CSA-S and CST-S are a long way behind. The growing superiority of 
our approaches over the others as pattern-length increases, observed in Category (b), persists by more evidential supports. 
Specifically, for the patterns with lengths 100 ± 20%, RT1(9,100) and RT2(9,100) execute about 2.09 and 3.99 times, re-
spectively, faster than CST-RNO which dominates the others. With regard to the patterns with lengths 1000 ± 20%, their 
corresponding ratios over CST-RNO become 8.96 and 28.53, respectively. In addition, RT2(9,100) runs about 3.18 times 
faster than RT1(9,100) and at least 29.12 times than the others.

Based on the computational outcomes from our experiments, we realize that our approaches are capable of dealing with 
the EMPM problem with satisfactory performances for those applications that patterns occur in the text. For DNA sequence 
and the patterns in Categories (a) with lengths less than 11 ± 20% and (c) all, RT1(6,10) and RT2(6,10) deliver the best 
performances among all tested algorithms. Moreover, for Bible and the patterns in Categories (a), (b) and (c), RT1(9,100)

and RT2(9,100) outperform the others as well. In particular, it is very promising to see that the exact matches of 103

patterns with lengths in [800, 1200] can be determined in 0.0204 and 0.0058 (0.0232 and 0.0073) seconds for the DNA 
sequence (the Bible text) by our RT1 and RT2, respectively. The searching efficiency of our reference tree approaches for 
EMPM is very encouraging.
11
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Concerning the preprocessing stage, RT2(6,10) performs the best using merely 0.23 seconds for the DNA sequence with 
n = 106; while RT2(9,100) acts the second best taking 0.89 (with a tiny disparity from 0.90 spent by the leading CSA-GGV) 
seconds for the Bible text with n = 4.04 ×106. Nevertheless, the preprocessing in RT1(6,10) using about 0.28 (or RT1(9,100)

using 1.14) seconds is still efficient and competitive. Generally speaking, the preprocessing time is quite acceptable.
Although our experiments were designed to cope with the problems in computational biology and text searching, such 

ideas can be easily applied to problems in information security (like virus detection), or pattern matching (such as object 
recognition), and so on.

4. Conclusions

To deal with the exact multiple pattern matching problem, we design simple and elegant algorithms to construct the 
�-substrings of text T as a reference tree and search the patterns in the tree. The reference strings in the internal nodes act 
as filters that percolate the �-substrings of T into corresponding subtrees until reaching the leaves with sizes no more than 
k. With the guidance of these reference strings in the tree, the exact match of a pattern could be efficiently determined 
in O(h) from the root to some leaf (for locating the candidates of matches), O(n × |P |) in a special leaf and O(k × |P |)
in an ordinal leaf (for verifying exact matches) where h is the height of the tree. For those patterns that do not possess 
any candidate, the search in the tree terminates immediately. All Hamming distance computations are based on bitwise 
operations in order to enhance the performances of our tree construction and search algorithms.

The execution behavior of our approach (RT1) could be further accelerated by adopting more memory for storing bit 
strings separately (RT2). The construction of the reference tree and the subsequence searches of patterns are easy and 
efficient via bitwise operations. In our experiments conducting the DNA sequence and the Bible text, our reference tree 
approaches deliver pleasing computational results as compared to the popular methods using suffix tree and suffix array. 
Even though our ideas are simple, the experimental results demonstrate the efficiency and applicability of our reference 
tree approaches in coping with the EMPM problem. The expected height of the reference tree is analyzed in Appendix A, 
based on which we obtain the expected space requirement and the expected numbers of comparison.

The parameters involved in the experiments, i.e., (n, r, σ , �, k) = (106, 103, 4, 6, 10) and (4.04 × 106, 103, 63, 9, 100) 
with different pattern lengths, are quality and robust settings among our tentative trails. More exploration and explanation 
on the computational outcomes with respect to various parameter settings form an interesting research topic worthy of 
further investigation. We are also interested in resolving the approximate multiple pattern matching problem by extending 
our reference tree approach. Our ideas may be applied to a broader range of applications with deliberate parameter settings 
as long as they could be modeled as the EMPM problem.
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Appendix A

Owing to |�| = σ , the probability for two characters, say z1 and z2, to be equal is 1
σ (where the distance between z1

and z2 is 0), while, (σ−1)
σ for them to be different (where the distance between z1 and z2 is 1). Let �-string denote the 

string with length �. Consider two �-strings. The probability for them to be with distance d is:(
�
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d
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(A.1)

where 0 ≤ d ≤ �. Concerning m �-strings and one �-string α, the expected number of these m �-strings that have distance 
d with α becomes(

�

� − d

)(
1

σ

)�−d (
σ − 1

σ

)d

× m.

In root node N , the expected number of the strings whose distances with the reference string ρN are d should be(
�

)(
1

)�−d (
σ − 1

)d

(n − � + 1) (A.2)

� − d σ σ
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where 0 ≤ d ≤ �.
Probabilistically, the leaf having the greatest depth is in the subtree rooted at the node which has been dispatched the 

most input strings. We shall track such nodes level by level to explore the leaf having the greatest depth, and subsequently 
to obtain the height of the reference tree. Let N∗

t be the node containing the most strings in level t where t > 1. By applying 
Equation (A.2), the number of the strings in N∗

t is

max
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�
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where |I (
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t−1

) | is the number of the strings in node N∗
t−1. In level 2, the number of the strings in N∗

2 is
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In general, the expected number of the strings for node N∗
h′ in level h′ becomes(
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σ �

)h′−1

(n − � + 1) .

When the number of the strings in a node is smaller than or equal to k, this node becomes a leaf. Therefore, the expected 
height h of the reference tree can be computed as follows.(
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(A.3)

Now, we would like to analyze the space needed in our approach (including leaves and internal nodes). Recall that there 
are two types of leaves in our tree: (a) the special leaves, containing the strings that are equal to the reference strings 
of their parents, and (b) the ordinal leaves, containing no greater than k strings that are not equal to the corresponding 
reference strings. Consider the reference tree with height h. All nodes at level h are leaves and the maximal number of the 
internal nodes in level h − 1 is �h−2. In total, the maximum number of the internal nodes would be

h−2∑
i=0

�i = �h−1 − 1

� − 1
. (A.4)

Surely, (A.4) gives an upper bound for the number of the internal nodes. Owing to the fact that the number of the 
internal nodes is equal to that of the special leaves in our reference tree, we obtain that the maximum number of the 
special leaves is also �h−1−1

�−1 . Because the maximum number of the internal nodes in level h − 1 is �h−2, the maximum 
number of the ordinal leaves in level h would be �h−1. Then, the space complexity of the reference tree with parameters �
and k is:

O
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+

(
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= O
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where h = 1 + log(
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n−�+1 . Substituting h into (A.5), we have
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= O
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Because alogb c = aloga c/ loga b = c1/ loga b = clogb a , the expected space complexity of the reference tree is:

O
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)

(A.7)

where 0 ≤ d ≤ � and σ is the size of alphabet.
We know that for each internal node X , the number of comparisons (i.e., popcount’s via bitwise operations to compute 

the distances between all strings of the constructing data and ρX ) is O(|I(X)|). Naturally, the number of input strings in 
the root node N is n − � + 1. Next, let us consider the input strings of the internal nodes in level 2. According to Equation 
(A.2), the expected number of input strings of all internal nodes (i.e., the expected number of comparisons) in level 2 with 
parameters � and k is:(
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Note that in Equation (A.8), the expected number of the strings equal to ρN in N is 
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With the same reasoning, with respect to h (the height of the reference tree) the expected number of comparisons for 
constructing the tree is

O

⎛
⎝h−1∑

i=0

(
1 −

(
1

σ

)�
)i

× (n − � + 1)

⎞
⎠

= O

⎛
⎝(n − � + 1)

h−1∑
i=0

(
1 −

(
1

σ

)�
)i

⎞
⎠

= O

⎛
⎝(n − � + 1) ×

⎛
⎝1 +

(
1 −

(
1

σ

)�
)1

+ · · · +
(

1 −
(

1

σ

)�
)h−1

⎞
⎠

⎞
⎠

= O

⎛
⎜⎝(n − � + 1) ×

1 −
(

1 − ( 1
σ

)�
)h

1 −
(

1 − ( 1
σ

)�
)

⎞
⎟⎠

= O

⎛
⎝(n − � + 1) × σ � ×

⎛
⎝1 −

(
1 −

(
1

σ

)�
)h

⎞
⎠

⎞
⎠ . (A.9)
14



JID:TCS AID:12970 /FLA Doctopic: Algorithms, automata, complexity and games [m3G; v1.307] P.15 (1-20)

Y.-K. Shieh, S.J. Shyu, C.L. Lu et al. Theoretical Computer Science ••• (••••) •••–•••
Fig. A.1. Results of AC and EC (numbers of comparisons) with respect to � for DNA sequence.

Fig. A.2. Results of T Q , T E and T P with respect to � for DNA sequence.

To realize the applicability of (A.9) for constructing the reference tree, we performed some experiments to compare the 
analytic results with the realistic computational outcomes. The text is the prefix with length n = 106 of Drosophila yakuba
(which was also adopted in Experiment 1 of Section 3). We tested the different settings of (�, k)’s where 6 ≤ � ≤ 20 and 
k = 10. Let the number of comparisons based on (A.9) under the expected height h (A.3) be referred to as AC, and that from 
our physical computational outcomes be as EC. Fig. A.1 illustrates the values of AC and EC with respect to various (�, k)’s. 
It is seen that both AC and EC have the similar decreasing tendency as � grows for � ≥ 8. We say that the numbers of 
comparisons are with the same order for a larger �. These computational outcomes, to some degree, demonstrate that our 
analysis is quite applicable.

It is also observed from Fig. A.1 that a larger � tends to produce small amount of comparisons. Still, when constructing 
the tree, we need a queue (in Algorithm 1) to store the nodes waiting to be expanded. Let T Q denote the time for maintain-
ing the queue, including all operations for enqueue and dequeue. Let T E be the time for all comparisons (i.e., popcount’s). 
Let T P be the time for the whole preprocessing stage. Fig. A.2 presents the time information of T Q , T E and T P as � grows 
in the above experiment. It is seen that T Q + T E approximates T P (which involves other operations such as converting 
characters into bit-strings, grouping strings in the internal nodes, and so on). Furthermore, when � goes large, the change of 
T E is slight; whereas, the increment of T Q is relatively crucial. Consequently, setting � = 6 in T P , which consists of a small 
T E and the smallest T Q , delivers the best execution time among the other settings. This is the reason that we chose � = 6
(instead of a larger one) in our experiments.

Appendix B

B.1. EMPM on text and patterns randomly generated from σ = 4

The text was randomly generated with length 1 M and σ = 4 and the patterns were likewise generated with Categories 
(a), (b) and (c). In general, the occurrences of short random patterns in the text would be more than those of long ones. 
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Fig. B.1. Preprocessing times for the eight algorithms on randomly generated text with length 106 and σ = 4.

Table B.1
Spaces usage for the eight algorithms on random text with length 106 and σ = 4.

RT1(6,10) RT2(6,10) CSA-S CSA-GGV SA CST-OFG CST-RNO CST-S

Spaces usage (MB) 9.25 334 5.09 5.08 7.89 25.43 25.43 39.82

Fig. B.2. Searching times of the eight algorithms for random patterns in Category (a) on random text with length 106 and σ = 4.

When random patterns are lengthy enough, there may be hardly any occurrence. It can thus be expected that random 
patterns in Category (a) would appear many times in the text, while those in Category (c) might hardly appear.

The preprocessing times for the eight algorithms are displayed in Fig. B.1. As similar to the results in Experiment 1, 
RT1(6,10), RT2(6,10), CSA-S, CSA-GGV and SA are more efficient than other three. Among the leading five algorithms, the 
efficiency of CSA-GGV is the best, and those for the other four are similar.

The spaces usage for these eight algorithms is listed in Table B.1. Compressed suffix array algorithms (e.g., CSA-S and 
CSA-GGV) utilize the least memory spaces (e.g., 5.09 and 5.08 MB, respectively). The spaces of SA and RT1(6,10) are about 
1.55 and 1.82 times more than CSA-GGV. CST-OFG (and CST-RNO) needs about 5.01 times more than CSA-GGV. The CST-S 
and RT2(6,10) utilize the greatest spaces, which are about 7.84 and 65.75 times larger than CSA-GGV, respectively.

The searching times for the patterns in Category (a), are presented in Fig. B.2. For the pattern-lengths ranging from 
7 ± 20% to 10 ± 20%, the performances of RT1(6,10) and RT2(6,10) are the best among all. When patterns are longer than 
11 ± 20%, CSA-GGV, CST-OFG and CST-RNO turn to be the fastest. This is similar to the findings in Experiment 1. As shown 
in Table B.2, for the cases of the lengths ranging in [7 ± 20%, 10 ± 20%], such short random patterns incur quite many 
occurrences (106.8 (4.07) in average for one pattern with length 7 ± 20% (10 ± 20%)) in the text, which consumes suffix 
tree/array algorithms more searching times. For the patterns with lengths 7 ± 20%, RT1(6,10) outperforms about 1.67 times 
than SA (with a comparable memory space), which reported the best among the suffix tree/array algorithms. On the other 
hand, when the lengths grow up to 12 ± 20% or more, it is hard to see that a random pattern appears in the text (see 
Table B.2). Such a “few occurrences” situation is benefit to CSA-GGV, CST-OFG and CST-RNO so that they obtain the best 
performances.

The corresponding results for patterns in Categories (b) and (c) are exhibited in Figs. B.3 and B.4, respectively. Observing 
Figs. B.3 and B.4, we find that the growth of the curves of the eight algorithms seems to be steady. Indeed, when the lengths 
of patterns are greater than 20 ± 20%, there is no occurrence of patterns in the text and all the curves remain almost the 
same.
16
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Table B.2
Average numbers of the occurrences of a pattern with lengths from 7 ± 20% to 15 ± 20% in the random text with length 106 and σ = 4.

Lengths of patterns 7 ± 20% 8 ± 20% 9 ± 20% 10 ± 20% 11 ± 20% 12 ± 20% 13 ± 20% 14 ± 20% 15 ± 20%

Average number of occurrences 106.79 26.70 6.68 4.07 1.02 0.25 0.06 0.02 0.01

Fig. B.3. Searching times for random patterns in Category (b) on random text with length 106 and σ = 4.

Fig. B.4. Searching times for random patterns in Category (c) on random text with length 106 and σ = 4.

Table B.3
Spaces usage for the eight algorithms on random text with length 4.04 M and σ = 63.

RT1(9,100) RT2(9,100) CSA-S CSA-GGV SA CST-OFG CST-RNO CST-S

Spaces usage (MB) 51.57 629 19.63 19.63 24.36 82.79 82.79 160

B.2. EMPM on English text and patterns randomly generated from σ = 63

The text with length 4.04 M (which is equal to that of the Bible) and patterns were randomly generated from σ = 63. 
As the setting in Experiment 2, we set � = 9 and k = 100 to construct the reference tree. The preprocessing times of the 
eight algorithms are shown in Fig. B.5. Suffix array algorithms (e.g., CSA-S, CSA-GGV and SA) outperform the other five 
algorithms. RT2(9,100), CST-OFG and RT1(9,100) follow in sequence and CST-RNO and CST-S are the slowest. The best 
CSA-GGV is about 2.83 and 1.83 times faster than RT1(9,100) and RT2(9,100), respectively.

The memory spaces usage for these algorithms is illustrated in Table B.3. The results are similar to those of the Bible 
text in Table 3.
17
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Fig. B.5. Preprocessing times on random text with length 4.04 M and σ = 63.

Fig. B.6. Searching times for random patterns in Category (a) on random text with length 4.04 M and σ = 63.

Fig. B.7. Searching times for random patterns in Category (b) on random text with length 4.04 M and σ = 63.

The probability for finding an occurrence of one random pattern with length [9, 13] for 11 ± 20% is at most (1/63)9, 
which is rather small. Actually, there is no occurrence in this experiment. Such a “no occurrence” situation results in the 
similar effect as the “few occurrences” situation in Appendix B.1. The searching times of the eight algorithms are reported in 
Figs. B.6, B.7 and B.8 for the patterns in Categories (a), (b) and (c), respectively. All the curves of these algorithms are almost 
horizontal. The searching time of the fastest algorithm CST-RNO runs about 2.77 and 1.95 times faster than RT1(6,10) and 
RT2(6,10), respectively.

Based on the outcomes of the above results, we realize that CSA-GGV, CST-OFG and CST-RNO are superior than our 
approaches. We note that the occurrences of the patterns in these experiments are few.
18
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Fig. B.8. Searching times for random patterns in Category (c) on random text with length 4.04 M and σ = 63.
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