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that can be dynamic in nature and inter connected to form computing resources. Globally vacant resources need to be 
utilized for increasing the utilization rate and earning from resources by increase the economic efficiency of these 
resources; cloud model is best suited for this purpose. The main aim of cloud computing model is sharing of 
resources and data to the users. It is a platform to provide the services and applications to its users. Cloud computing 
provided three types of Services software as a service (SaaS), platform as a service (PaaS) and infrastructure as a 
service (IaaS) [7]. These services is available to the users on the basis of pay per-Use-Demand, in which Shared 
computing resources, Servers, Data Storage, application and network. In SaaS service licensed of software is 
provided to the user on the basis of services subscription. These services can be access from any machine through 
the web browser. In PaaS user can create his own services with the use of available services of cloud and then 
deploy their services to own machine. In IaaS organizational Infrastructure is available to customer over the internet. 
Customer does not need to understand the internal architecture of infrastructure for using this. Instead of buying the 
whole infrastructure for business requirement customer take is as a rent basic when they required and when the 
requirement of infrastructure has no more the amount has paid for the services is used by the customer. In recent 
year the number of cloud users increased so the amount of tasks has need to manage propositionally for this task 
scheduling is required. 

2. Task Scheduling 

      Task Scheduling is a technique of finding the order in which tasks or activity should be completed. It is mapping 
the resources to the appropriate task which is submitted for their completion to the cloud it’s come in the category of 
NP hard problem because of large number of solution space and takes longer time for determine the optimal solution. 
It is a technique for management of resources in cloud. Task scheduling is solved the problem of which resources is to 
be allocated to which task so that increase the resource utilization and decrease the execution time. For a better 
performance scheduling algorithm need to be efficient and it consider load balancing of the overall system, 
interruption handling, fault tolerance, decrease the total execution time.  

                 
                                                                     Figure 1 Scheduling in Cloud Computing 

Users submitted their tasks for completion to cloud, these task need to assign to the processor for their execution. 
Now the concern is that how the tasks are assigned to processor so that minimum execution time and maximum 
profit is earned by the cloud owner. So here the task scheduling resolve the problem of assigning the tasks to the 
best suitable processor which considering the other factor. Task scheduling is best methods for better utilization of 
resource and achieving the economic efficiency. Various tasks scheduling method has been proposed and 
implemented in different scenario. 
         Based on the work of literature [2-3][6-13][16-17], we classified task scheduling methods in two groups in 
cloud environment. Distributed scheduling where the tasks assignment on different resources which are not located 
geographically on same place and the centralised scheduling where all the resources is on same place but the 
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complexity level is low compare to distributed scheduling . Distributed scheduling methods are further classified in 
three types heuristic, hybrids and metaheuristic methods. Heuristic methods classified into static and dynamic and 
hybrid methods are cost based, energy based, efficiency based and quality of service (QoS) based. Metaheuristic 
methods are nature inspired and swarm intelligence. Some static task scheduling algorithms are min-min, Symbiotic 
Organism Search (SOS), FUGE, HEFT and CPOP algorithms.     
 
 
 

 
Figure 2 Classification of Task Scheduling Methods in Cloud Environment 
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Cloud Computing 
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“Symbiotic Organism 
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based task scheduling 
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3 2016 
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“Enhanced Bee Colony 
Algorithm for Efficient 
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Load Balancing and 
Scheduling in Cloud “ 

makespan time 
and total cost 

using 
workstation  

and improved the 
overall 
performance. 

(Bee Colony) 

4 2015 
[10] 

“FUGE: A joint meta-
heuristic approach to 
cloud job scheduling 
algorithm using fuzzy 
theory and a genetic 
method” 

degree of 
imbalance, 
makespan time, 
Execution time 
and cost 

CloudSim Execution cost 
and time is 
decreased and the 
overall 
performance is 
increased.  

Energy 
consumption is 
highly affected 
factor which 
need not to be 
taken out. 

5 2015 
 [3] 
 

“Credit Based 
Scheduling Algorithm 
in Cloud Computing 
Environment” 

makespan and 
priority of task 

CloudSim Resource 
utilization if 
increased and 
makspan time is 
decreased 

Performance of 
proposed 
algorithm is not 
compared with 
the base 
algorithm. 

6 2014 
 [11] 

“Hybrid Job Scheduling 
Algorithm for Cloud 
Computing 
Environment” 

degree of 
Imbalance and 
makespan time 

CloudSim Execution cost is 
decreased and 
overall profit is 
increased. 

Only consider 
cost parameter 
do not take care 
other important 
parameter. 

 
 
 

7 2014 
[12] 

“A task scheduling 
algorithm based on 
genetic algorithm and 
ant colony optimization 
in cloud computing” 

Execution time Cloud IM 
Simulator 

Searching 
efficiency of 
Proposed 
algorithm has 
increased.  

Take only few 
task need to be 
take more tasks 
so the result is 
more analyzed. 

 
 

8 2014 
[13] 

“Improved Ant Colony 
Algorithm based on 
PSO and Its 
Application on Cloud 
Computing Resource 
Scheduling” 

Execution time MATLAB Convergence is 
fast compared to 
the exiting 
algorithm. 

Only consider 
the local minima 
need to take care 
of global minima 
as well. 

  

 9 2014 
 [7] 

“Tasks scheduling 
technique using league 
championship 
algorithm for makespan 
minimization in IaaS 
cloud” 

makespan time MATLAB makespan time 
has decreased and 
overall 
performance 
affected.  

Comparison is 
not proper . 

  

10 2014 
 [6] 

“Task scheduling 
algorithm based on 
improved Min—Min 
algorithm in cloud 
computing 
environment” 

makespan time 
and load 
balancing 

CloudSim and 
GridSim 

Performance is 
higher the exiting 
algorithm. 
 
 
 

Only two 
parameter 
compared with 
Min-Min 
algorithm. 

  

11 2012 
 [16] 

“Dynamic task 
scheduling algorithm 
with load balancing 
for heterogeneous 
computing system” 

makespan time, 
load balancing, 
resource 
utilization 

Distributed 
Algorithm 
Simulator 

Clustering is used 
to resolve the load 
balancing and 
minimize the 
makespan time. 

Complexity has 
been increased. 
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12 2002 
 [17] 

“Performance effective 
and low complicity task 
scheduling for 
heterogeneous 
computing  ” 

schedule length 
ratio (SLR), 
speed up, 
execution time  

Random graph 
generator 

Decrease the total 
execution time 
and effective to 
achieve better 
schedule length 
ratio. 

Suffer from the 
load balancing  

  

 

4. Proposed Algorithm 

Based on the above literature study we analyses various task scheduling algorithm, parameter, tools, 
improvement and limitation of algorithms. The main concept behind the HEFT algorithm is that a rank is calculated 
calculates for every task in DAG. HEFT algorithm work in two phases, in the first phase rank value is calculated 
while in the second phase processor assignment is done. HEFT algorithm start with set the weight of every node in 
DAG and set all the communication cost between nodes in the graph. For calculating the rank of task start with last 
node and move upwards in DAG until the root node has not came.  

HEFT algorithm have the load balancing issue some of resources remain idle while other are overloaded so we 
proposed an algorithm which resolve some issue of HEFT algorithm. Based on the above literature study we 
analyses various task scheduling algorithm, parameter, tools, improvement and limitation of algorithms. The main 
concept behind the HEFT algorithm is that a rank is calculated calculates for every task in DAG.  
 
Table 2 Modified HEFT algorithm 

1. Create a DAG for all the submitted tasks Ti in Cloud. 
2. Set the Computation Cost of tasks Ti and communication edges between the processor/resources Rj. 
3. For i=1 to Ti (for every tasks in DAG calculate the order of execution, start with the last node in DAG) 
4. if Ti is the last task then 
5. Order of task OTi = Average of task on all the processor 
6. else 
7. order of task OTi = Average of task on all the processor + max ( order of task value of predecessor task of 

current task) + communication cost between predecessor task node to current node  
8. endif 
9. end for 
10. Arrange tasks in a list in decreasing manner on the basis of their order of task OTi value. 
11. for task in the list 
12. map task to the processor which have the minimum execution time 
13. end for 
14. End  

 

5. Result Analysis 

In order to evaluate performance our proposed algorithm we take example of a DAG in figure 2 with 
communication cost between the nodes on three processor in table 3. First the order of task (OT) value is calculated 
of each task and make a list in which task is sorted in decreasing order of their OT value. We calculated the OT 
value of each task in table 3 by traversing the DAG in upwards direction starting from the exit node and traverse 
until the root node has not came. Arranged these tasks in a list by their OT value {T1, T2, T5, T3, T4, T6, T7, T8, T10, 
T9, T11}. Second phase of the proposed algorithm is resource selection, select the best appropriate resource to task 
and map the task to that resource. Started with the first task in list that is T1 compare the execution time of T1 to 
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resource R1, R2, R3 and find that resource R1 is best so map the task to this resource. We had done mapping all tasks 
in figure 4. 

Table 3 Computation time for each node on three processor 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
As an illustration, figure 5 shows the makespan time of all three algorithm calculated by sample DAG of figure 2. 

We analyzed that makespan time of proposed algorithm is 133, is less than the makespan time of other two 
algorithms (HEFT and CPOP) and also take care load balancing issue. The advantages of better load balancing is 
that neither resource is overloaded nor under loaded, load is uniformly distributed but in HEFT and CPOP algorithm 
load is not uniformly distributed some of its resources are overloaded while other do not have any load, they are 
either in idle condition or have a very few load and this will increased the execution cost of task and affected the 
overall performance of cloud. Our proposed model tried to overcome the load balancing problem with better 
makespan time comparatively.  

 
 
 

 

Figure 3 An application DAG example 

 

 

Task Computation 
Time on R1 

Computation 
Time on R2 

Computation 
Time on R3 

T1 16 19 27 
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resource R1, R2, R3 and find that resource R1 is best so map the task to this resource. We had done mapping all tasks 
in figure 4. 

Table 3 Computation time for each node on three processor 
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