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Given a pattern p of size m and a text t, the problem of order-preserving pattern matching 
(OPPM) is to find all substrings of t that satisfy one of the orderings defined by p. This 
problem has applications on time series analysis. However given its strict nature this model 
is unable to deal with indetermination, thus limiting its application to noisy time series. 
In this paper we introduce indeterminate characters to alleviate this limitation. We then 
propose two polynomial time algorithms. If the indetermination is limited to p confirming 
one occurrence can be computed in O (rm lg r) time, where r is a bound on the number of 
uncertain characters per position. If the indetermination alternates, but does not occur at 
the same position in t and p, we present an algorithm that requires O (rm(m + log r)) time. 
We also show that the general problem is NP-hard and provide a polynomial size boolean 
formula.

© 2022 Elsevier Inc. All rights reserved.

1. Introduction

Given a pattern string p and a text string t , the exact order preserving pattern matching (OPPM) problem is to find 
all substrings of t with the same relative orders as p. The problem is applicable to strings with characters drawn from 
numeric or ordinal alphabets. Illustrating (with 0-based indexes), given p=(1,5,3,3) and t = (5, 1, 4, 2, 2, 5, 2, 4), substring 
t[1..4] = (1, 4, 2, 2) is reported since it satisfies the character orders in p, p[0] ≤ p[2] = p[3] ≤ p[1]. Despite its relevance, 
the OPPM problem has limited potential since it prevents the specification of errors, uncertainties or don’t care characters 
within the text.

Indeterminate strings allow uncertainties between two or more characters per position. Given indeterminate strings p
and t , the problem of indeterminate order preserving pattern matching (μOPPM) is to find all substrings of t with an as-
signment of values that satisfy the orders defined by p. For instance, let p = (1, 2|5, 3, 3) and t = (5, 0, 1, 2|1, 2, 5, 2|3, 3|4). 
The substrings t[1..4] and t[4..7] are reported since there is an assignment of values that preserve either p[0] < p[1] <
p[2] = p[3] or p[0] < p[2] = p[3] < p[1] orderings: respectively t[1..4] = (0, 1, 2, 2) and t[4..7] = (2, 5, 3, 3).

Order-preserving pattern matching captures the structural isomorphism of strings, therefore having a wide-range of rel-
evant applications in the analysis of financial times series, musical sheets, physiological signals and biological sequences 
[1–3]. Uncertainties often occur in these domains. In this context, although the OPPM problem is already a generalisation of 
the traditional pattern matching problem, the need to further handle localised errors is essential to deal with noisy strings 
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[4]. For instance, given the stochasticity of gene regulation (or markets), the discovery of order-preserving patterns in gene 
expression (or financial) time series needs to account for uncertainties [5,6]. Numerical indexes of amino-acids (represent-
ing physiochemical and biochemical properties) are subjected to errors, which makes the analysis of protein sequences 
difficult [7]. Another example are ordinal strings obtained from the discretization of numerical strings, often having two 
uncertain characters in positions where the original values are near a discretization boundary [4].

Let m and n be the length of the pattern p and text t , respectively. The exact OPPM problem has a linear solution on the 
text length O (n + m lgm) based on the Knuth-Morris-Pratt algorithm [8,2,9]. Alternative algorithms for the OPPM problem 
have also been proposed [10–12]. Contrasting with the large attention given to the resolution of the OPPM problem, there 
are no polynomial-time algorithms to solve the μOPPM problem, as far as we know. Naive algorithms for μOPPM assess all 
possible pattern and text assignments, bounded by O (nrm) when considering up to r uncertain characters per position.

This work discusses the first polynomial time algorithms able to answer restricted instances of the μOPPM problem. 
Accordingly, the contributions are organised as follows:

• In Section 3 we show that finding an order-preserving match between an indeterminate string of length m and a 
determinate string with the same length, if it exists, is possible in O (rm lg r) time based on their monotonic properties. 
We also show that an O (rm(m + log r)) time algorithm exists when the indeterminate positions in p and t do not 
coincide. Both these algorithms are extended to the general case where t is larger than p, by using filtration techniques.

• In Section 4 we show that the general μOPPM problem is NP-hard as soon as we allow for 3 indeterminacies to occur 
simultaneously in p and t . In this Section we also provide a polynomial size boolean formula that encodes a general 
μOPPM instance, thus allowing this problem to be handled by SAT-solvers.

A preliminary version of this work was presented at the Annual Symposium on Combinatorial Pattern Matching 
(CPM) [13]. In this paper, we present significant new developments on those initial results.

2. Background

Let � be a totally ordered alphabet and an element of �∗ be a string. The length of a string w is denoted by |w|. 
The empty string ε is a string of length 0. For a string w = xyz, x, y and z are called a prefix, substring, and suffix of 
w , respectively. The i-th character of a string w is denoted by w[i] for each 0 ≤ i < |w|. For a string w and integers 
0 ≤ i ≤ j < |w|, w[i.. j] denotes the substring of w from position i to position j. For convenience, let w[i.. j] = ε when i > j.

Given strings x and y with equal length m, y is said to order-preserving match x [8], denoted by x ≈ y, if the order 
relation between the characters of x and y is the same, i.e., x[i] � x[ j] ⇔ y[i] � y[ j] for any 0 ≤ i, j < m, and any relation 
� ∈ {<, =, >}. A non-empty pattern string p is said to order-preserving match (op-match in short) a non-empty text string 
t if and only if there is a position i in t such that p ≈ t[i − |p| + 1..i]. The order-preserving pattern matching (OPPM) problem 
is to find all such text positions.

2.1. The problem

Given a totally ordered alphabet �, an indeterminate string is a sequence of disjunctive sets of characters x[0]x[1]..x[n −
1] where x[i] ⊆ �. Each position is given by x[i] = {σ1, . . . , σr} where r ≥ 1 and σi ∈ �.

Given an indeterminate string x, a valid assignment $x is a (determinate) string with a single character at position i, 
denoted $x[i], contained in the x[i] set of characters, i.e. $x[0] ∈ x[0], . . . , $x[m −1] ∈ x[m −1]. For instance, the indeterminate 
string (1|3, 3|4, 2|3, 1|2) has 24 valid assignments.

Given a determinate string x of length m, an indeterminate string y of equal length is said to be order-preserving against 
x, identically denoted by x ≈ y, if there is a valid assignment $y such that the relative orders of the characters in x and $y
are the same, i.e., x[i] � x[ j] ⇔ $y[i] � $y[ j] for any 0 ≤ i, j < m and any relation � ∈ {<, =, >}. Given two indeterminate 
strings x and y, with length m, y preserves the orders of x, x ≈ y, if there exists $y in y that respects the orders of an 
assignment $x in x.

A non-empty indeterminate pattern string p is said to order-preserving match (op-match in short) a non-empty indeter-
minate text string t if and only if there is a position i in t such that p ≈ t[i −|p| +1..i]. The order-preserving pattern matching 
with character uncertainties (μOPPM) problem is to find all such text positions.

To understand the complexity of the μOPPM problem, let us consider a solution that is a naive application of state-of-
the-art OPPM techniques. In particular we may use the algorithm by Kubica et al. [8], which requires O (n+q) time, where 
q = m for alphabets of size mO (1) (q = m lgm otherwise). Given a determinate string x of length m, an integer i (0 ≤ i < m) 
is said in the context of this work to be an order-preserving border of x if x[0..i − 1] ≈ x[m − i..m − 1]. In this context, given 
a pattern string p, the orders between the characters of p are used to linearly infer the order borders. The order borders 
can then be used within the Knuth-Morris-Pratt algorithm to find op-matches against a text string t in linear time [8].

Given an indeterminate string p of length m and a determinate string t of length n, we consider all the possible as-
signments of p. Note that there may be O (rm) such assignments. For each such assignment we can apply the algorithm by 
Kubica et al., thus yielding an O ((n + q)rm) time solution. This complexity is further increased when indetermination is also 
considered in the text, thus stressing the need for more efficient solutions.
2
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2.2. Related work

The exact OPPM problem is well-studied in the literature. Kubica et al. [8], Kim et al. [2] and Cho et al. [9] pre-
sented linear time solutions on the text length by combining order-borders, rank-based prefixes and grammars with the 
Knuth–Morris–Pratt (KMP) algorithm [14]. Cho et al. [10], Belazzougui et al. [11], and Chhabra et al. [12] presented O (nm)

algorithms that show a sublinear average complexity by either combining bad character heuristics with the Boyer–Moore 
algorithm [15] or applying filtration strategies. Recently, Chhabra et al. [16] proposed further principles to solve OPPM using 
word-size packed string matching instructions to enhance efficiency.

In the context of numeric strings, multiple relaxations to the exact pattern matching problem have been pursued to 
guarantee that approximate matches are retrieved. In norm matching [17–20], matches between numeric strings occur 
if a given distance threshold f (x, y) ≤ θ is satisfied. In (δ,γ )-matching [21–27], characters is at most δ and the sum of 
differences is at most γ .

In the context of nominal strings, variants of the pattern matching task have also been extensively studied to allow for 
don’t care symbols in the pattern [28–30], transposition-invariant [25], parameterised matching [31,32], less than matching 
[33], swapped matching [34,35], gaps [36–38], overlap matching [39], and function matching [40,41].

Despite the relevance of the aforementioned contributions to answer the exact order-preserving pattern matching and 
generic pattern matching, they cannot be straightforwardly extended to efficiently answer the μOPPM problem.

3. Polynomial μOPPM cases

Section 3.1 introduces the first efficient algorithm to solve the μOPPM problem when one string is indeterminate. Sec-
tion 4 discusses the existence of efficient solvers when both strings are indeterminate. Section 3.2 introduces a polynomial 
time, algorithm for the Alternate-μOPPM, a subproblem of μOPPM where both strings may have indeterminate characters, 
but never in the same position.

Section 3.3 finishes by discussing how to OPPM search a text that is larger than the pattern, using filtration techniques 
to skip sure misses.

3.1. O (mr lg r) time μOPPM with one determinate string

Given a determinate string x, of length m, we can start by sorting x so that its characters form a non-decreasing sequence. 
We will represent the sorted sequence as xπ , where π is the permutation that transforms x into xπ .

For example, given x = (1, 4, 3, 1) we have that x[0] = x[3] < x[2] < x[1] and therefore π = (0, 3, 2, 1) and xπ =
(1, 1, 3, 4).

Now let us focus on y, which we assume also has size m. First let us consider the simpler case when y is also determi-
nate. To verify if x ≈ y it is enough to verify the m − 1 order relations of its sorted characters. For example, if y = (2, 5, 4, 3)

then there is no op-match as not all the order relations are preserved in y, since y[0] < y[3] < y[2] < y[1]. In particular 
we have x[0] = x[3] but y[0] < y[3]. As illustrated by this example, an effective process to obtain this conclusion is to 
permute y according to π into yπ and compare the resulting strings. In this example we obtained xπ = (1, 1, 3, 4) and 
yπ = (2, 3, 4, 5). Notice that both are sorted into non-decreasing. However whereas this is expected of xπ , in the case of yπ

it is a fortunate coincidence. This condition is actually necessary for an op-match to occur. However, as seen in this example, 
it is not sufficient. The issue being that whereas the first two characters of xπ are equal the same does not happen in yπ . 
Hence the decisive test to guarantee an op-match is to compare the sequence of order relations in xπ with the sequence 
of order relations in yπ . To obtain this sequence we compare the consecutive values in xπ [i], i.e., we compare xπ [i] with 
xπ [i + 1]. The same is done for yπ . In this case these sequences are (=, <, <), for xπ , and (<, <, <) for yπ . Since these 
sequences differ, namely in the first relation, there is no op-match between x and y. Moreover notice that because xπ is a 
non-decreasing sequence the only possible relations in the order sequence for xπ are equality (=) and smaller than (<). For 
yπ the greater than relation may occur, which makes it a mismatch guarantee.

Let us now focus on generalising this approach to the case where y is an indeterminate string. Let xπ and yπ be 
the permuted strings, as before, but note that now yπ contains indeterminate characters. Consider The example where 
x = (4, 1, 4, 2) and y = (2|7, 2, 7|8, 1|4|8). By ordering x we obtain xπ = (1, 2, 4, 4). Applying the same permutation π =
(1, 3, 0, 2) on y yields yπ = (2, 1|4|8, 2|7, 7|8). We can still produce the order sequence for xπ , which in this case is 
(<, <, =). However due to the indeterminate nature of the characters in y there is no meaningful way to produce a similar 
sequence for yπ . In essence the problem is that yπ simultaneously represents several sequences at the same time. A 
naive approach would be to generate all those sequences and examine them one by one. This process can easily become 
overwhelming, as illustrated in Table 1. The problem is that there may be a huge number of such sequences and only a few 
are relevant. In this example only one sequence corresponds to an op-match.

Let us then focus on how to determine the matching sequence without having to enumerate all the possible sequences 
represented by yπ . As noticed before the order sequence of xπ contains only relations that are equalities or smaller than 
relations. For now let us ignore equalities. The process of removing equalities reduces our example to xπ = (1, 2, 4) and 
yπ = (2, 1|4|8, 7). We will explain how after the exposition of the main algorithm.
3
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Table 1
All possible determinate strings and 
order relation sequences for yπ =
(2, 1|4|8, 2|7, 7|8).

2 1 2 7 > < <

2 1 2 8 > < <

2 1 7 7 > < =
2 1 7 8 > < <

2 4 2 7 < < <

2 4 2 8 < > <

2 4 7 7 < < =
2 4 7 8 < < <

2 8 2 7 < > <

2 8 2 8 < > <

2 8 7 7 < > =
2 8 7 8 < > <

When all the relations are inequalities determining if an op-match exists reduces to verifying if it is possible to obtain 
an increasing sub-sequence from yπ . The following Lemma summaries this observation.

Lemma 1. Given a determinate string x and an indeterminate string y, let xπ be a non-decreasing sort of x and yπ the result of 
applying the same permutation to y. Then x and y have an op-match if and only if there is valid assignment of yπ that is an increasing 
sequence.

Proof. (⇒) If x and y are an op-match then there is a valid assignment $y of y that is an op-match with x. Hence applying 
π to x and $y also yields an op-match, meaning that xπ and $yπ are also an op-match. Now xπ is an increasing sequence 
so $yπ most also be an increasing sequence, which moreover is a valid assignment of yπ .

(⇐) If there is valid assignment $yπ of yπ that is an increasing sequence then yπ and xπ are an op-match, since both 
are strictly increasing sequences. Finally we can apply the inverse permutation π−1 to $yπ which yields a valid assignment 
of y that is op-match with x. �

Hence let us now focus on describing a polynomial algorithm for verifying if there is valid assignment of yπ that is an 
increasing sequence. Our first non-trivial approach consists in reducing this problem to the longest increasing subsequence 
(LIS) problem. For this reduction to work appropriately, we do not want that an indeterminate character maps to more than 
one element of the LIS. This is assured by sorting the possible elements of an indeterminate character in decreasing order. 
In our example we have yπ = (2, 1|4|8, 7). The resulting integer sequence is z = (2, 8, 4, 1, 7), where the numbers 8, 4, 1
stand for yπ [1] = {1, 4, 8}. Polynomial algorithms for computing the LIS are readily available [42]. The LIS of sequence of n
numbers can be computed in O (n lg n) time and O (n) space. This gives us an O (mr lg(mr)) time and O (mr) space algorithm 
for the μOPPM problem when one string is determinate. This approach has the advantage that information from all the 
increasing sub-sequences can be obtained from this data structure. This information reveals all the ways a op-match may 
exist and about longest partial op-matches, which are matches that preserve most relations but not all.

Still for the exact μOPPM problem we are interested in determining whether the LIS is big enough. More precisely the 
LIS only guarantees a match when its size is |yπ |. In our running example there is only an op-match if the LIS is of size 3, 
which is the case because the LIS of z = (2, 8, 4, 1, 7) is (2, 4, 7). Hence there is a faster and more straightforward way to 
obtain a valid assignment of yπ that is an increasing sequence. It is enough to maintain a minimum counter (nextMin) 
that gets updated as it processes the indeterminate characters of yπ . At each character yπ [i] this counter is updated to the 
smallest possible value that is strictly larger than its current value.

Let us illustrate this process with our current example. We initialise nextMin to −∞ and process yπ [0] = {2}. This 
updates nextMin to 2. Next we process yπ [1] = {1, 4, 8} and update nextMin to 4, because 1 is smaller than 2. Finally
nextMin gets updated to 7 by processing yπ [2] = {7}. The resulting sequence is again (2, 4, 7) as expected. This process 
is only a linear scan and requires O (mr) time, thus reducing the performance of the resulting algorithm to O (mr lg r). The 
corresponding pseudo-code is given in Algorithm 1.

Theorem 2. It is possible to determine if strings x and y, of size m, where x is determinate and y is indeterminate, are a μOPPM in 
O (rm lg r) time and O (mr) space.

Proof. First we will explain the procedure for handling equalities. The time necessary for this process is the only time that 
was not yet accounted by our explanation.

Consider again our initial example with xπ = (1, 2, 4, 4) and yπ = (2, 1|4|8, 2|7, 7|8). In this case the character 4 occurs 
twice at the end of xπ . We can handle equalities by contracting the sequence xπ , so that consecutive equal characters 
get removed. We represent the resulting sequence by x′

π = (1, 2, 4). To enforce this restriction on yπ we instead intersect 
the corresponding sets, in this case we intersect the last two sets yπ [2] and yπ [3]. The resulting sequence is denoted 
y′
π . We thus obtain y′

π [2] = yπ [2] ∩ yπ [3] = {2, 7} ∩ {7, 8} = {7}. This greatly simplifies the problem as now the number 
4
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Table 2
Alternate-μOPPM instance with r = 2.

i 0 1 2 3 4

p 1 6|7 5 3 1|4
t 8|10 19 2|17 15|30 16

of sequences represented by y′
π = (2, 1|4|8, 7) is much smaller. We have only three sequences, instead of the twelve. The 

sequences are (2, 1, 7), (2, 4, 7) and (2, 8, 7). Here (2, 4, 7) is the desired sequence, as now we are searching for a strictly 
increasing sequence, given that equalities were removed. We can now apply the procedure above to x′

π and y′
π .

The only time that was not accounted so far was the time to compute intersections. For this purpose we can sort both 
sets yπ [ j] and yπ [i] and intercept then by a process similar to merging on mergesort. Essentially we scan both strings 
at the same time increasing the pointer of the smallest value. An element is selected for the interception if it is being 
considered in both lists at the same time. This procedure requires O (r lg r) time per intersection. Alternatively we can use 
binary search trees which require the same time or hash tables which have even better best and average case performance 
but may be worse in the worst case. For simplicity we assume O (r lg r) time per intersection. �
3.2. Polynomial time alternate-μOPPM

In this section we define Alternate-μOPPM as the subproblem of μOPPM where both strings (x and y, interchangeable) 
may have indeterminate characters, but never in the same position (an example is shown in Table 2). In this section we 
assume that p = x and t = y, the case where |t| > |p| is discussed in Section 3.3. We show that Alternate-μOPPM is 
polynomial in both the number of indeterminacies r (which may be different in each position and string) and the length of 
the strings m.

We present a Dynamic Programming solution that merges two subproblems (of the kind in Section 3.1) in O (m2 × r)
time and space. For simplicity, we will assume that r is the same in every position. It is always possible to add repeats up 
to the maximum r when they are not.

Intuition. We partition the strings p and t (see example in Table 2) into two subproblems: one subproblem where only p
has indeterminacies and t has fixed letters (pind and t f ix , see Table 3), and another where only t has indeterminacies and p
has fixed letters (tind and p f ix , see Table 4). Then, we sort the subproblems by t f ix and p f ix , respectively. Finally, we use a 
DP algorithm to merge the two by extending our solution one position at a time, choosing the leftmost available position of 
either pind or tind until all the positions have been used. It is important to notice that this DP algorithm assumes that the 
problems does not contain equality restrictions. In particular this means that the numbers in the fixed parts are all distinct, 
in each string. If this is not the case we proceed as in Section 3.1 by intercepting the corresponding sets of indeterminate 
characters. We illustrate this situation in Table 5. Note that on this table the number 3 occurs twice in pfix , to be precise 
we have that pfix[1] = pfix[2] = 3. This means that we should intercept the sets tind[1] and tind[2]. In this case this yields 
{7, 15, 30} ∩ {15, 30, 55} = {15, 30}. This reduces Table 5 to Table 4, to which our DP algorithm can now be applied. The 
time for this pre-processing step is O (rm log r) because we need to sort the indeterminate characters to obtain linear time 
interception, as seen in Algorithm 1. We are also assuming the sorted condition of the indeterminate sets in the remaining 
algorithm.

Algorithm 1 O (mr lg r) μOPPM algorithm with one determinate string.
Require: determinate x, indeterminate y (|x| = |y| = m)

1: π ← sortedIndexes(x) � O (m) if |�| = O (m);O (m lgm) otherwise
2: xπ ← permute(x, π ) � O (m)

3: yπ ← permute(y, π ) � O (mr)
4: j ← 0
5: y′

π [0] ← yπ [0]
6: for i = 1 to m − 1 do � O (mr lg r)
7: if xπ [i] = xπ [i − 1] then � O (r lg r)
8: y′

π [ j] ← y′
π [ j] ∩ yπ [i]

9: else
10: j ← j + 1
11: y′

π [ j] ← yπ [i]
12: end if
13: end for
14: s ← |y′

π |
15: nextMin ← −∞
16: for i = 0 to s − 1 do � O (mr)
17: nextMin ← min{a | a ∈ y′

π [i], a > nextMin} � O (r)
18: if � nextMin then return false
19: end if
20: end for
21: return true
5



L.M.S. Russo, D. Costa, R. Henriques et al. Information and Computation 289 (2022) 104924
Table 3
Sorted pind and t f ix partition of Table 2.

i 0 1

pind 1|4 6|7
tfix 16 19

Table 4
Sorted tind and p f ix partition of Table 2.

i 0 1 2

pfix 1 3 5
tind 8|10 15|30 2|17

Table 5
Sorted tind and p f ix partition of Table 2.

i 0 1 2 3

pfix 1 3 3 5
tind 8|10 7|15|30 15|30|55 2|17

Table. Let mp and mt be the lengths of pind (and t f ix) and tind (and p f ix), respectively. In our example, we have mp = 2 and 
mt = 3 as shown in Tables 2, 3 and 4. We fill a table T with dimensions T[mp + 1, mt + 1, r, 2]. Because we are interested 
in an exact match (rather than a longest match), each entry T[i, j, k, l] only needs to be filled with a boolean value that 
indicates whether a match of length i + j exists, where the first i positions of pind and the first j positions of tind have 
been chosen, and the last extension was done by choosing the indeterminate character at index k of string l ∈ {pind, ttind}. 
We represent these boolean values by using a bit b ∈ {0, 1}, where 0 corresponds to false and 1 to true. The problem has 
a solution if and only if ∃k,l : T[mp, mt, k, l] = 1. We can recover the solution by backtracking in the table, as we use 1 to 
represent the existence of a match.

Algorithm. To initialise the table, we set T[0, 1, k, tind] and T[1, 0, k, pind] to 1, for all valid k. All other entries start with 0. 
To fill the remaining entries, we use the following equalities:

T [i, j,k, pind] =
⎧⎨
⎩

1, if ∃k′ ∈ [0..r − 1] : checkPP(i, j,k,k′)
1, if ∃k′ ∈ [0..r − 1] : checkTP(i, j,k,k′)
0, otherwise

(1)

T [i, j,k, tind] =
⎧⎨
⎩

1, if ∃k′ ∈ [0..r − 1] : checkPT(i, j,k,k′)
1, if ∃k′ ∈ [0..r − 1] : checkTT(i, j,k,k′)
0, otherwise

(2)

where:
Note that although the condition in Equations (1) and (2) is that ∃k′ , in reality we only need the minimum such k′ . 

We can maintain an auxiliary table A[mp + 1, mt + 1, l] to store and retrieve it in constant time. A is initialised with ∞. 

Algorithm 2 Try to extend solution through pind after pind .
k′ =A[i − 1, j, pind];
checkPP(i, j, k, k′)
return T[i − 1, j, k′, 0] = 1 and pind[i − 1, k] > pind[i − 2, k′]

Algorithm 3 Try to extend solution through pind after tind .
k′ =A[i − 1, j, tind];
checkTP(i, j, k, k′)
return T[i − 1, j, k′, 1] = 1 and pind[i − 1, k] > p f ix[ j − 1] and t f ix[i − 1] > tind[ j − 1, k′]

Algorithm 4 Try to extend solution through tind after pind .
k′ =A[i, j − 1, pind];
checkPT(i, j, k, k′)
return T[i, j − 1, k′, 0]= 1 and tind[ j − 1, k] > t f ix[i − 1] and p f ix[ j − 1] > pind[i − 1, k′]

Algorithm 5 Try to extend solution through tind after tind .
k′ =A[i, j − 1, tind];
checkTT(i, j, k, k′)
return T[i, j − 1, k′, 1] = 1 and tind[ j − 1, k] > tind[ j − 2, k′]
6



L.M.S. Russo, D. Costa, R. Henriques et al. Information and Computation 289 (2022) 104924
Table 6
Dynamic Programming table T for the instance shown in Table 2. The top table corresponds to T[i, j, 0, pind], second table to 
T[i, j, 0, tind], the third table to T[i, j, 1, pind] and the bottom table to T[i, j, 1, tind].

0 1 2 3

0 1 0 0 0

1 1 0 0 0

2 1 1 1 1

0 1 2 3

0 1 1 1 0

1 0 0 0 0

2 0 0 0 0

0 1 2 3

0 1 0 0 0

1 1 1 1 0

2 1 1 1 1

0 1 2 3

0 1 1 1 1

1 0 0 0 1

2 0 0 0 0

Table 7
Auxiliary Table A for the instance shown in Table 2. The top table stores values A[i, j, pind] 
and the bottom table stores values A[i, j, tind].

A[i, j, pind] 0 1 2 3

0 0 ∞ ∞ ∞
1 0 1 1 ∞
2 0 0 0 0

A[i, j, tind] 0 1 2 3

0 0 0 0 1
1 ∞ ∞ ∞ 1
2 ∞ ∞ ∞ ∞

Whenever we fill any entry T[i, j, k, l], we set A[i, j, l] = min(k, A[i, j, l]), thus building it in the same bounds as the original 
table. We can retrieve k′ in constant time using the Obtain line in functions checkPP, checkPT, checkTP, or checkTT
described in Algorithms 2, 3, 4, and 5, respectively.

Retrieving the solution. We start by finding some k, l such that T[mp, mt, k, l] = 1. At T[i, j, k, pind], we retrieve the previous 
solution at T[i − 1, j, k′, pind] or T[i − 1, j, k′, tind]; at T[i, j, k, tind] we retrieve it at T[i, j − 1, k′, pind] or T[i, j − 1, k′, tind]. In 
each case, we need to check both. We can find one correct k′ in constant time by checking the two respective entries of the 
auxiliary table A. We repeat the process i + j times, until we construct the whole solution and reach (i, j) = (0, 0).

Time and Space. The dynamic programming table T , described above, uses O (mp × mt × r × 2) ≤ O (m2 × r) space, as m =
mp + mt . We also have an auxiliary table A that is strictly smaller than T . Time-wise, we take constant time to fill each 
entry (we have to check two entries of the matrix, do three character comparisons, and one check on the auxiliary table to 
retrieve the minimum k′), hence the algorithm will also take O (m2 × r) time.

Theorem 3. Two strings of size m can be verified to Alternate-μOPPM in O (rm(m + lg r)) time and O (m2) space.

Proof. We start by solving equalities by intercepting the corresponding sets in O (rm log r) time. We then sort two pairs of 
strings of size mp and mt in O (mp × lg(mp)) and O (mt × lg(mt)). For the dynamic programming we fill the two tables, T
and A of size at most O (mp × mt × r × 2), each entry taking constant time. We can retrieve the solution by O (mp + mt)

accesses. The overall algorithm, then, takes O (mp × mt × r × 2) and is polynomial in both time and space.
To reduce the space to O (m2) notice that table A requires only this amount of space. Also note that when k′ = A[i −

1, j, 0] then T [i − 1, j, k′, 0] = 1, i.e., the table A can be used to obtain all the values of T that correspond to true. Hence 
table A can be computed without using table T . Table T was given for presentation purposes as its boolean values are 
simpler than the index positions stored by table A. �
Example. The dynamic programming table T of the example of Table 2 is shown in Table 6. The respective auxiliary table A
is shown in Table 7. We show here some computations of interest to elucidate how the algorithm works.
7
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Table 8
Solution of the example of Table 2.

i 0 1 2 3 4

p 1 3 1|4 5 6|7
t 8|10 15|30 16 2|17 19

Consider, for example, positions T[0, 3, 0, tind] and T[0, 3, 1, tind] in Table 6. Because i = 0, we are merely trying to com-
pare tind[2] with tind[1], by choosing the smallest k at tind[2]. First, we note that T[0, 2, 0, tind]= 1, i.e., it is possible to form 
an increasing sequence by using only the first letter in the first two indeterminate sets of tind . These letters are respectively 
tind[0, 0] = 8 < 15 = tind[1, 0]. However T[0, 3, 0, tind]= 0, whereas T[0, 3, 1, tind]= 1. The value T[0, 3, 0, tind] corresponds to 
the sequence formed by using only the first letter in the first three indeterminate sets of tind in this case we now have 
tind[1, 0] = 15 ≥ tind[2, 0] = 2. Hence the sequence 8, 15, 2 is not increasing and so T[0, 3, 0, tind]= 0. On the other hand if 
we are allowed to choose any of the two letters in the indeterminate sets we can fix this situation, in particular by using 
tind[1, 0] = 15 < tind[2, 1] = 17. We then obtain the sequence 8, 15, 17, which is increasing and therefore T[0, 3, 1, tind]= 1.

Let us now see how to recover a solution. The entries in bold are the ones we follow, here, part of the solution. To start 
with, note that both T[2, 3, 0, tind] and T[2, 3, 1, tind] are set to 0, so we know that our solution must end with a choice 
in pind . We can see that both choices of k work in pind[2], consistent with the solution working with either pind[1] = 6
or pind[1] = 7. We choose pind[1] = 6, the one with the minimum value of k (cf. A[2, 3, pind]= 0). Then, we must check 
whether the solution comes from T[2 − 1, 3, k′, pind], or from T[2 − 1, 3, k′′, tind], for the respective minimum k′ and k′′ . 
The only entry of T[1, 3, k, l] set to 1 is T[1, 3, 1, tind], corresponding to choosing tind[2] = 17 (cf. A[1, 3, tind]= 1). Because 
the last choice was through tind , we move to (i, j − 1) = (1, 2). Once again, only one entry is set to 1, T[1, 2, 1, pind], 
corresponding to choosing pind[0] = 4 (cf. A[1, 2, pind]= 1) and we move to (i, j) = (0, 2). At this point, we know that all 
remaining choices come from tind , but we will continue following the algorithm. Both T[0, 2, 0, tind] and T[0, 2, 1, tind] are 
set to 1, but we only need the minimum k, which is 0 (cf. A[0, 2, tind]= 0), corresponding to choosing tind[1] = 15. Finally, 
we consider at (i, j) = (0, 1). Once again, both T[0, 1, 0, tind] and T[0, 1, 1, tind] are set to 1, and we choose the minimum k, 
0 (cf. A[0, 1, tind]= 0), corresponding to tind[0] = 8. Having reached (i, j) = (0, 0), we have a complete solution. The solution 
is shown in Table 8, with the chosen values in bold.

3.3. Handling larger texts

In this Section we consider the case where the pattern p and the text t are not necessarily the same size. The next 
lemma summarises the strait-forward approach of testing p against every position of t , by considering a smaller sub-string.

Lemma 4. Given an indeterminate pattern string p of length m and a determinate text string of length n, the μOPPM problem can be 
solved in O (nmr lg r) time.

Proof. From Theorem 2, verifying if two strings of length m op-match can be done in O (mr lg r) time (indetermination in 
one string). We repeat this procedure for at most n − m + 1 sub-strings of t . �

Note that only one of the strings needs to be determine so the same approach applies when p is determinate and t is 
indeterminate. Moreover the same procedure can be applied with the algorithm in Theorem 3.

This Lemma further triggers the research question “Is O (nmr lg r) a tight bound to solve the μOPPM?”, here left as an open 
research question.

Irrespectively of the answer, the analysis of the average complexity is of complementary relevance. State-of-the-art re-
search on the exact OPPM problem shows that the average performance of some O (nm) worst case time algorithms can 
outperform linear time algorithms [12,43,44].

Motivated by the evidence gathered by these works, we suggest the use of filtration procedures to improve the average 
complexity of the proposed μOPPM algorithm while still preserving its complexity bounds. A filtration procedure encodes 
the input pattern and text, and relies on this encoding to efficiently find positions in the text with a high likelihood to 
op-match a given pattern. Despite the diversity of string encodings, simplistic binary encodings are considered to be the 
state-of-the-art in OPPM research [12,43]. In accordance with Chhabra et al. [12], a pattern p can be mapped into a binary 
string p′ expressing increases (1), equalities (0) and decreases (0) between subsequent positions. By searching for exact 
pattern matches of p′ in an analogously transformed text string t′ , we guarantee that the verification of whether p[0..m −1]
and t[i..i +m −1] orders are preserved is only performed when exact binary matches occur. Illustrating, given p = (3, 1, 2, 4)

and t = (2, 4, 3, 5, 7, 1, 4, 8), then p′ = (1, 0, 1, 1) and t′ = (1, 1, 0, 1, 1, 0, 1, 1), revealing two matches t′[1..4] and t′[4..7]: 
one spurious match t[1..4] and one true match t[4..7].

When handling indeterminate strings the concept of increase, equality and decrease needs to be redefined. Given 
an indeterminate string x, consider x′[i] = 1 if max(x[i]) < min(x[i + 1]), x′[i] = 0 if min(x[i]) ≥ max(x[i + 1]), and 
x′[i] = ∗ otherwise. Under this encoding, the pattern matching problem is identical under the additional guard that a 
character in p′ always matches a do not care position, t′[i] = ∗, and vice-versa. Illustrating, given p = (6, 2|3, 5) and 
8
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Table 9
μOPPM instance corresponding to the 3CNF-SAT formula (z1 ∨ ¬z2 ∨ z3) ∧ (¬z1 ∨ z2 ∨ z4).

i 0 1 2 3 4 5

Formula z1 z2 z3 z4 c1 c2

Pattern 1 2 3 4 1|2|3 1|2|4
Text 1|2 3|4 5|6 7|8 2|3|6 1|4|8

t = (3|4, 5, 6|8, 6|7, 3, 5, 4|6, 7|8, 4), then p′ = (0, 1) and t′ = (1, 1, ∗, 0, 1, ∗, 1, 0), leading to one true match t[3..5] – e.g. 
$t[3..5] = (6, 3, 5) – and one spurious match t[5..7]. The ∗ characters play the role of wild cards. Efficient algorithms for 
this problem were described by Gusfield [45, Sec 9.3]. If there are w wild cards in p′ the algorithm requires O (w) time to 
check a position in t′ . Hence scanning t′ for all the wild card matches of p′ takes O (nw) time.

The properties of the proposed encoding guarantee that the wild card matches of p′ in t′ cannot skip any op-match of 
p in t . Thus, when combining the premises of Lemma 4 with the previous observation, we guarantee that the computed 
μOPPM solution is sound.

The application of this simple filtration procedure prevents the recurring O (mr lg r) verifications n −m + 1 times. Instead, 
the complexity of the proposed method to solve the μOPPM problem becomes O (nw + dmr lg r + n) (when one string is 
indeterminate) where d is the number of wild card matches, which is potentially smaller than n. According to previous 
work on exact OPPM with filtration procedures [12], SBNDM2 and SBNDM4 algorithms [46] (Boyer-Moore variants) were 
suggested to match binary encodings. In the presence of small patterns, Fast Shift-Or (FSO) [47] can be alternatively applied 
[12].

A similar approach can be used for alternate μOPPM, in which case w must count the total amount of wild cards, in p
and t , and the O (w) worst case bound per position becomes worse. In this case we note that the trivial O (m) bound must 
also apply, but the average case may be significantly better.

4. General cases

In this Section we start by showing that general μOPPM is NP-hard, Section 4.1. We then show how to encode an 
instance into a boolean formula, of polynomial size, so that it can be tackled with a SAT solver.

4.1. μOPPM is NP-hard

In this section, we define {3, 3}-μOPPM as the subproblem of μOPPM where both the pattern and the text have in-
determinate characters in any position (with at least one position having three or more indeterminate characters in both 
pattern and text) and prove it NP-hard (thus proving the same for general μOPPM). We do this with a direct reduction from 
3CNF-SAT, first presenting the construction and then the proof of equivalence between the two instances. The construction 
is similar to the one by Bose et al. for the permutation matching problem [48].

Construction. To ease the description of the construction itself, we start by describing how we represent an instance of 3CNF-
SAT. First, we assume that every literal and clause has some ordering. We have a set V of literals, and a set C of clauses. 
Each clause c is represented by two tuples, (zc,0, zc,1, zc,2) and (lc,0, lc,1, lc,2). zc,i ∈ {0, . . . , |V | − 1} represents the index of 
literal i of clause c; lc,i ∈ {0, 1} represents the value of the literal i in clause c, having the value of 0 for positive literals and 
1 for negative literals. For example, the clause (v1 ∨ ¬v2, ∨v5) would be represented by the two tuples z = (1, 2, 5) and 
l = (0, 1, 0).

Although the designations of text or pattern are interchangeable in this section, we will use pattern for the simpler string 
(with less indeterminacies) and text for the more complicated string (with more indeterminacies). We use p and t for the 
pattern and text, respectively, or s when they are interchangeable.

Both text and pattern have two parts, one representing literals and the other representing clauses. Each literal, and clause, 
has a single position in each string to represent it, dividing s into sV = s[0..|V | − 1] and sC = s[|V |..|V | + |C | − 1]. In pV , 
we have a simple sequence of literals given by their indexes, so p[i] = i + 1, for i ∈ {0, . . . , |V | − 1}; in tV we have a similar 
sequence, but each literal takes one of two variable values to represent an assignment of true or false, so t[i] = 2 × (i + 1) or 
2 ×(i +1) −1. We choose the larger value to represent the assignment of true. In sC , each position has three indeterminacies, 
corresponding to the three variables of the clause. In pC , we choose one of the three literals of the respective clause. For 
clause c, with literals v1, v2, v5 (regardless of their value being positive or negative), its position in p, p[|V | + c] = 1|2|5. 
In tC , as in pC we choose one of the literals, but now the value of the literal must match the clause. More precisely for a 
positive literal it should be an even value and for a negative literal it should be an odd value, i.e., for zi it should be 2i − 0
and for ¬zi it should be 2i − 1. For example for clause c, (v1 ∨ ¬v2 ∨ v5), t[|V | + c] = 2 × 1 − 0 | 2 × 2 − 1 | 2 × 5 − 0
= 2|3|10. An example of this construction is shown in Table 9.

Lemma 5. The construction above takes polynomial time.

Proof. It is easy to see that, assuming that variables and clauses are numbered, we can simply scan the formula once to 
construct our two strings in linear time. �
9
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Lemma 6. The initial 3CNF-SAT clause is satisfiable if and only if there is an μOPPM match between the two constructed strings.

Proof. We start by showing how solving the μOPPM instance solves the initial 3CNF-SAT instance. To solve μOPPM, we 
need to choose exactly one value for each position in p and t that leads to two order-isomorphic strings. To extract the 
solution, we can limit ourselves to look at the initial part of t , t[0, |V | − 1], which sets the value of each literal.

First, note that p function is to maintain consistency between the values of literals chosen in t . By choosing only literals 
in p, and not their values, we force equality between all such literals. Because of order-isomorphism, this equality must be 
kept in t , forcing a valid solution to use a single value for each literal (since different values match in p but mismatch in t). 
If we choose a literal to be positive/negative at some position in t , we force the value of that literal to be positive/negative 
at every position in t .

Now, we focus on tC . Every clause has exactly one position in tC , and each of these positions have three choices of 
value, matching only the three values that satisfy a clause. Because we must choose one value in each position to solve our 
μOPPM instance, we must choose one value that satisfies each clause, for every clause.

Putting these two properties together, to solve μOPPM we must choose a literal value that satisfies each clause and those 
literals must have consistent values. This establishes the equivalence between the solutions of the two instances.

We can easily extract the solution from μOPPM to 3CNF-SAT by checking whether the values in tV are even or odd, true
or false, respectively. There is a unique solution to 3CNF-SAT given an μOPPM solution.

To extract the solution from 3CNF-SAT to μOPPM, we take the values assigned to each variable and choose the respective 
values in tV . Then, we need to choose values for pC and tC , which can easily be done by choosing any of the literals that 
satisfies its respective clause. There may be multiple μOPPM solutions for a given 3CNF-SAT solution. �
Theorem 7. {3, 3}-μOPPM is NP-hard.

Proof. Using Lemmas 5 and 6 we show that 3CNF-SAT ≤p {3, 3}-μOPPM by constructing an instance of μOPPM in polyno-
mial time. The solutions can also be retrieved and translated in polynomial time. �
Theorem 8. μOPPM is NP-hard.

Proof. Since {3, 3}-μOPPM is a particular case of μOPPM, and it is NP-hard, then μOPPM is NP-hard. �
4.2. Encoding μOPPM with indeterminate pattern and text in SAT

To solve the general μ-OPPM with two indeterminate strings, we will present a simple SAT encoding of this problem. 
First, we build a visual representation of the problem in the form of a graph, which can be seen as finding an independent 
set in an m-partite graph. This leads to a straightforward and conceptually simple formulation of μOPPM in terms of SAT 
clauses.

Constructing the graph. We build an m-partite graph, where each layer corresponds to a position in the strings.
Each layer has rx × ry nodes, where rx (ry) is the number of indeterminate characters in string x (y, respectively). 

This leads to a total of m × r2 nodes in the graph. We use r throughout this section to indicate the maximum value of 
indeterminate characters at any position, in either string.

We add an edge between every pair of nodes in each layer, leading to r2 × m edges. This will enforce an at most one
character choice per string and position in the encoding. These are cardinality constraints.

Then, for every pair of layers, and every pair of nodes in the different layers, we add an edge if the order between the 
character choices in string x does not match the ones in string y. This leads to, at most, (m × r2)2 edges. These are conflict 
constraints.

In total, our graph has m × r2 nodes and m2 × r4 + m × r2 edges, for a total size of O(m2 × r4). Fig. 1 shows an example 
of this step for the strings x = (2, 2|4, 0) and y = (2, 0|1|3, 1|3). The edges within layers are not shown. The only solution is 
given by $x = (2, 4, 0) and $y = (2, 3, 1), and can be seen in the graph as the only independent set (of size 3, which is the 
number of layers).

SAT encoding. The μOPPM problem is trivially reduced to finding an independent set (of size m) in the graph G described 
above. Every edge e represents a violation of the order-isomorphism between two positions, and we must choose exactly 
one node per layer (character per string position).

This can be encoded in SAT. Our variables correspond to the nodes in the graph, given by zi,$x[i],$y[i] where i is the layer, 
$x[i] is the choice of x[i]’s character and $y[i] is the choice of y[i]’s character. We first add a clause of size O(r2) for each 
layer of the graph, to choose at least one node per layer. These are cardinality clauses. Then, for every edge (from node 
$x[i], $y[i] to node $x[ j], $y[ j]) on the graph, we add a clause (¬zi,$x[i],$y[i] ∨ ¬z j,$x[ j],$y[ j]) to prevent choosing both nodes 
(since they are incompatible). These include both cardinality and conflict clauses.

In total, we have a formula with O(m × r2) variables and O(m2 × r4) clauses. It may also be worthwhile to note that only 
m of those clauses have more than 2 variables. The resulting formula is of the form:
10
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Fig. 1. Conflicts when matching x = (2, 2|4, 0) against y = (2, 0|1|3, 1|3). In each node, the left character corresponds to string x, and the right character to 
string y. The edges represent a conflict, with labels by a mismatch between the order in x and y.

φ =
m−1∧
i=0

(
∨

$y[i]∈y[i]
$x[i]∈x[i]

zi,$x[i],$y[i])

∧
∧
e∈G

(¬zi,$x[i],$y[i] ∨ ¬z j,$x[ j],$y[ j])

(3)

Theorem 9. The μOPPM can be reduced to SAT with the encoding above.

Proof. If x ≈ y then φ is satisfiable, and if x does not op-match y then φ is not satisfiable. (⇒) When x op-matches y, 
there is an assignment of values in x and y such that $x ≈ $y. At each position i, and given the assignments $x[i] and $y[i], 
we set the SAT variable zi,$x[i],$y[i] to true. Because every clause derives from a conflict (or selecting multiple characters 
per position) and none is present (by assumption), the formula φ is satisfied. (⇐) When x does not match y, there is 
no assignment of values $x ∈ x and $y ∈ y such that $x ≈ $y. Any choice of character violates either a conflict clause (by 
assumption, because there is no valid match), or a cardinality clause (setting to true less/more than one variable per position 
i), thus making φ formula unsatisfiable. �

Given the unique properties of the proposed SAT encoding, effective backtracking in accordance with the clauses in the 
first line of (3), as well as dedicated conflict pruning principles derived from remaining clauses in (3), can be considered to 
optimise efficient SAT solvers to solve the μOPPM problem.

5. Discussion and conclusion

We studied the μOPPM problem according to the number and position of the indeterminate characters. We have shown 
that, for any number of indeterminacies, μOPPM has a polynomial-time algorithm for indeterminate characters in a single 
string (Section 3.1), or in both strings, but never in both strings at the same position (Section 3.2). For indeterminate char-
acters in both strings at the same position, we have also shown that for at least three indeterminacies (at select positions), 
the problem is NP-hard (Section 4).

There is a gap in between these two results. For the strings where there are at most two indeterminate characters in both 
strings at the same position. This issue is not settled by this paper. Interestingly this question was very recently studied 
by Gawrychowski, Ghazawi, and Landau [49] which established that indeed the problem is NP-hard even with only two 
indeterminate characters.1 This result hence means that we now have efficient algorithms for the polynomial cases and the 
remaining cases are known to be NP-hard.

1 See section 4.
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In conclusion, this work addressed the relevant but not yet studied problem of finding order-preserving pattern matches 
on indeterminate strings (μOPPM). We showed that the problem has a linear time and space solution when one string 
is indeterminate. In addition, the μOPPM problem (when both strings are indeterminate) was mapped into a satisfiability 
formula of polynomial size and two simple types of clauses in order to study efficient solvers for the μOPPM problem. 
Moreover the μOPPM problem was shown to be NP-hard in general. Finally, we showed that solvers of the μOPPM prob-
lem can be boosted in the presence of filtration procedures and we identified a still open problem in what concerns the 
computational complexity of the μOPPM problem when restricted to at most two indeterminate characters in both strings 
at the same position.
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