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Abstract

The recent advances in reinforcement learning have led to effective methods able to obtain above human-level performances in
very complex environments. However, once solved, these environments become less valuable, and new challenges with different
or more complex scenarios are needed to support research advances. This work presents DIAMBRA Arena, a new platform for
Q\| reinforcement learning research and experimentation, featuring a collection of high-quality environments exposing a Python API
(\] fully compliant with OpenAl Gym standard. They are episodic tasks with discrete actions and observations composed by raw
O pixels plus additional numerical values, all supporting both single player and two players mode, allowing to work on standard
reinforcement learning, competitive multi-agent, human-agent competition, self-play, human-in-the-loop training and imitation
%= learning. Software capabilities are demonstrated by successfully training multiple deep reinforcement learning agents with proximal

policy optimization obtaining human-like behavior. Results confirm the utility of DIAMBRA Arena as a reinforcement learning
research tool, providing environments designed to study some of the most challenging topics in the field.
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LD 1. Introduction

In the past few years, advances combining deep learing (DL)
with reinforcement learning (RL) reached a few outstanding
milestones (Silver et al,[2016, 2017} Berner et al., 2019), show-
«| ing that general algorithms can obtain top level performance
= even when facing complex tasks, while treating them as closed-
boxes and without any problem-specific knowledge.

In order to compare different approaches, and to measure
(@) their rate of improvement, the research community needs a
«| valid set of benchmarks. In RL the role of such benchmarks
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. is played by software packages providing problems, also called
environments, that are challenging for RL to solve. In recent
years, appearance of such tools relevantly contributed to the

(Nl rapid development of this domain, making available problems

S of different complexity and high scalability.

»==  Since simulation environments are the fundamental building
block on which the RL community relays for testing its algo-
rithms, their quality is of critical importance. In spite of that,
the literature focused on this highly relevant aspect is not as
comprehensive and developed as the one concerning algorithms
and methods (Juliani et all 2018).

A large portion of current RL research platforms is based
on popular video games or game engines such as Atari 2600,
Quake III, Doom, and Minecraft. It has been a long time since
artificial intelligence (AI) research started leveraging games to
find meaningful, well posed and challenging problems, starting
from chess and checkers (Shannon| [1950; [Samuell, [1959) and
the application of RL to the game of Backgammon
. This trend continues today, as the Al research com-
munity shares the idea that creating algorithms able to reach
human-level performances on these games, efficiently solving

the same complex challenges, notably contributes to the pursue
of machine intelligence (Laird and VanLent, 2001).

As deep reinforcement learning (DeepRL) research finds new
algorithms and above human-level performance is obtained, the
benchmarks based on existing environments become less valu-
able and their impact as research drivers becomes marginal.
There is a deep and entangled relation between algorithmic
progress and new environments release, where the latter is key
to favor the former. If on one side the research community
is expected to advance the RL state-of-the-art developing bet-
ter performing algorithms, who is in charge of delivering new
high-quality environments is way less obvious. The task is in
fact as challenging as algorithms development, requiring a rel-
evant amount of time for design and implementation, as well as
specialized domain knowledge. Proper care must be devoted to
the creation of environments that pose meaningful challenges
to learning systems, preferring properties that intercept main
research interests to make them valuable benchmarks.

Figure 1: Snapshots of some DIAMBRA Arena environments



Within this context, this paper presents DIAMBRA Arena, a
brand new software package featuring a collection of carefully
selected, high-quality environments for RL research and exper-
imentation. It has been developed with the goal of opening a
high-quality curated stream of ever new environments, focus-
ing on key aspects of RL research: competitive / cooperative
multi-agents, agents transfer learning and generalization, hier-
archical learning, human-agent cooperation / competition and
human-in-the-loop training.

It also aims at allowing everyone willing to approach RL to
have access to state-of-the-art environments and to be able to
use them. This means to design and develop something that
is not extremely demanding in terms of hardware requirements,
that runs on the majority of operating systems (OSs), well docu-
mented and provided with a comprehensive collection of work-
ing examples.

Finally, it moves in the direction of applying on RL re-
search, study and experimentation, the current gamification
trend, which is being successfully adopted in different fields
of science lately (Feger et al., 2018|2019} [Kalogiannakis et al.}
2021; Gari et al., 2018; [Hursen and Bas| 2019). Favoring ex-
citing and rewarding experiences, this will be a key aspect in
motivating and getting more people involved in the field.

The remainder of the paper is structured as follows: Section
discusses the state of the art of RL environments and pro-
vides an overview of relevant related work. Then, Section
presents DIAMBRA Arena software package and its most im-
portant technical details. In Section[d]it is shown how DeepRL
agents have been successfully trained in the games provided,
presenting their architecture, the adopted training strategy and
achieved performances and results. In Section [5] one finds a
discussion focusing on research directions that are enabled by
DIAMBRA Arena, current limitations and the features roadmap
planned for the near future. Finally, Section[6]is where conclu-
sions about this work are presented.

2. Background and Related Work

RL problems, formulated in the standard form, assume there
is an agent that is able to interact with an environment in itera-
tive steps. Each iteration, the agent selects an action to execute,
and it receives an observation and a reward from the environ-
ment. A RL algorithm aims at maximizing some measure of the
agent total reward, as the agent interacts with the environment.
In the RL literature, this formulation is typically formalized as
a partially observable Markov decision process (POMDP).

In the episodic declination of RL, the agent experience is
split into a series of episodes. Each episode starts from an ini-
tial state and the interaction proceeds until a terminal state is
reached. The goal in episodic RL is maximizing the expec-
tation of total cumulative reward per episode, and to achieve
a high level of performance in the lowest number of episodes
possible.

Around year 2012, the first benchmarks have started to arise
in standard form, with the aim of creating a common test-bed
to measure algorithms performances and to stimulate RL re-

search. Since then, a few very notable environments and soft-
ware packages have been developed and used to demonstrate
tremendous improvements and outstanding breakthroughs in
the RL domain, proving how important their role is in driving
advancements in this field. Here is a list of the most relevant
ones currently used in RL research, all publicly available:

e Arcade Learning Environment (ALE) (Bellemare et al.,
2012): provides an interface to hundreds of Atari 2600
game environments with distinctive features. It has been
and is still widely adopted as rigorous test-bed for eval-
uating and comparing approaches and algorithms in RL,
representing the first important effort made in this stan-
dardization direction.

e OpenAl Gym and OpenAl Retro (Brockman et al., 2016}
Nichol et al., | 2018)): OpenAl Gym includes a collection of
benchmark environments that expose a common interface,
providing different categories of problems like classic con-
trol and toy text, algorithmic, Atari and 2D and 3D robots.
OpenAl Retro creates RL environments from various em-
ulated video games.

e DeepMind Lab (Beattie et al.,2016): first-person 3D game
platform, it can be used to study autonomous artificial
agents learning complex tasks in large, partially observed,
and visually diverse worlds. Powered by a fast and widely
recognized game engine, features a simple and flexible
API that enables creative task-designs.

o Starcraft Il Learning Environment (Vinyals et al.l 2017):
based on the game StarCraft II, it represented a new grand
challenge for RL, providing a more difficult class of prob-
lems than those considered in most previous research. Its
main features are: multi-agent setting with multiple play-
ers interacting, imperfect information and partial observ-
ability, large action space, large state space, and delayed
credit assignment requiring long-term strategies over thou-
sands of steps.

e Unity ML-Agents and Obstacle Tower (Juliani et al., 2018],
2019): Unity ML-Agents is open source project enabling
to create simulated environments using the Unity Editor,
and interact with them via a Python APL. It includes a set
of example environments together with state of the art RL,
imitation learning and self-play algorithms in both sym-
metric and asymmetric games. Obstacle Tower is a high
fidelity, 3D, 3rd person, procedurally generated environ-
ment. It provides both low-level control and high-level
planning problems in tandem, learning from pixels and a
sparse reward signal, as well as performance evaluation
based on unseen instances of the environment.

e VizDoom (Kempka et al., [2016): based on the classical
first-person shooter video game, Doom, uses raw visual
information employing the first-person perspective in a
semi-realistic 3D world. It is lightweight, fast, and highly
customizable via a convenient mechanism of user scenar-
ios.



e MuJoCo (Todorov et al., |2012): physics engine focused
on robotics, biomechanics, graphics and animation, and
other areas where fast and accurate simulations are needed.
Its key features are speed, accuracy and modeling power,
specifically designed for model-based optimization, and in
particular optimization through contacts. It has been one
of the main references in the RL domain for robotics ap-
plications.

These environments are the most important actors in the field
of RL platforms for research and experimentation. Section [3]
introduces DIAMBRA Arena, which aims at becoming a new
player in this domain, providing new problems and challenges
to help RL community advancing state-of-the-art. How it com-
pares with those presented in this section in terms of features,
speed and memory footprint is discussed in Section [3.4]

3. DIAMBRA Arena

This section presents DIAMBRA Arena software package
and its most important technical details. It starts providing a
high level overview, then it describes its technical details in
terms of its basic usage, available settings, observation and
action spaces, the reward wrappers and environment wrap-
pers. Next subsection describes its advanced features, such as
human-in-the-loop training and multi-agent and self-play, and
the final subsection compares DIAMBRA Arena with other RL
environments in terms of features and performances.

3.1. Overview

DIAMBRA Arena is a software package featuring a collec-
tion of high-quality environments for RL research and exper-
imentation. It provides a standard interface to popular arcade
emulated video games, offering a Python API fully compliant
with OpenAl Gym format, that makes its adoption smooth and
straightforward.

It is accompanied by a comprehensive documentation (DI-
AMBRA|2022a) and its repository (DIAMBRA|2022b)) comes
with a collection of examples covering main use cases of inter-
est that can be run in just a few steps. It supports all major OSs
(Linux, Windows and MacOS) and can be easily installed via
Python PIP, as described in the installation section of the doc-
umentation. It is completely free to use, the user only needs to
register on the official website.

The first version of the software focuses on fighting games,
creating a robust and consistent package. All of them are
episodic RL environments, with discrete actions that represent
gamepad buttons. The observations to be used for control are
composed by a screen pixels buffer plus additional data made
of RAM values representing game elements such as characters
health values or characters stage side. The problem can thus
be framed as “control from pixels” only, or as a more general
one, taking advantage of RAM numerical values too. It is worth
noticing that RAM values usage is guaranteed to be fair, mean-
ing that they only provide redundant information that can be
retrieved from the game screen alone, and no “hidden” state is
contained in it.

Every environment supports both single player (1P) as well
as two players (2P) mode. The former is the “classic” arcade
race for clearing the game achieving the score record that can
be used for standard RL. The latter adds three new, orthogo-
nal dimensions to these environments, making them suitable
for research and experimentation in the domains of competitive
multi-agent as well as for human-agent cooperation / competi-
tion, and allowing to make use of self-play for training.

In addition, it can be easily set up to explore human-in-the-
loop training, covering applications like human assisted re-
wards and the natively supported imitation learning, for which
it provides tools to record human expert demonstrations and a
specific class to seamlessly load and use them for agent train-
ing.

All interfaced games have been selected among the most
popular and successful fighting retro-games. They have been
chosen so that, while sharing the same fundamental mechan-
ics, they provide slightly different challenges, with specific fea-
tures such as different number of characters to be used at the
same time, how to handle combo moves, possibility to recharge
health bars or not, and similar.

Whenever possible, games are released with all hidden/bonus
characters unlocked. For every released title, extensive test-
ing has been carried out, being the minimum requirement for a
game to be released in beta. After that, the next internal step is
training a DeepRL agent to play, and possibly complete it, mak-
ing sure the 1P mode is playable with no bugs up until game
end. This is the condition under which titles are moved from
beta to stable status.

3.2. Technical Details

3.2.1. Basic Usage and Settings

DIAMBRA Arena usage follows the standard RL interac-
tion framework: the agent sends an action to the environment,
which processes it and performs a transition accordingly, from
the starting state to the new state, returning the observation and
the reward to the agent to close the interaction loop. Figure 2]
shows this typical interaction scheme and data flow.
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Figure 2: Environment interaction framed under the standard RL POMDP
paradigm



The shortest snippet for a complete basic execution of the
environment consists of just 11 lines of code, and is presented
in Listing [T] below.

import diambra.arena

env diambra . arena . make(”doapp”)
obs = env.reset ()

while True:
env.render ()

actions = env.action_space.sample ()
obs, rew, done, info = env.step(actions)
if done:

obs = env.reset ()

break

env.close ()

Listing 1: DIAMBRA Arena basic usage

A trained agent is expected to replace random action sam-
pling with the result of its policy prediction based on the obser-
vation.

All environments share the list of options presented in Table
[1] allowing to handle many different aspects of them, controlled
by key-value pairs in a Python dictionary. The high level pre-
sentation reported here is detailed in depth in the documenta-
tion.

3.2.2. Observation Space

Environment observations are composed by two main ele-
ments: a visual one (the game frame) and an aggregation of
quantitative values called RAM states (stage number, health
values, etc.). In the default mode, both of them are exposed
through an observation space of type gym. spaces .Dictﬂ

Figure 3] (on the left) shows an example of Dead Or Alive++
observation where some of the RAM states are highlighted, su-
perimposed on the game frame.

An alternative configuration is also available, triggered by
the hardcore setting: when set to True the observation space
is composed only by the game frame, discarding all additional
numerical values, thus it is of type gym.spaces.Box. Addi-
tional details can be found in the documentation.

3.2.3. Action Space(s)

Actions of the interfaced games can be grouped in two
categories: move actions (up, left, etc.) and attack ones
(punch, kick, etc.). DIAMBRA Arena provides four dif-
ferent action spaces: the main distinction is between dis-
crete and multi-discrete ones. The former is a single list
composed by the union of move and attack actions (of type
gym.spaces.Discrete), while the latter consists of two sets
combined, for move and attack actions respectively (of type
gym.spaces.MultiDiscrete).

For details on Gym spaces, see https://github.com/openai/gym/
tree/master/gym/spaces/

Action Spaces
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Figure 3: Representation of Dead Or Alive++ observation space (left) and ac-
tion spaces (right). Observations are made by the game frame plus RAM states
(shown in the call-outs). The four action spaces are represented as sets of cor-
respondent gamepad buttons.

For each of the two options, there is an additional differen-
tiation available: if to use attack buttons combinations or not.
This option is mainly available to reduce the action space size
as much as possible, since combinations of attack buttons can
be seen as additional attack buttons.

The complete visual description of available action spaces
is shown in Figure [3] (on the right), where all four choices are
presented via the correspondent gamepad buttons configuration.

When run in 2P mode, the environment is provided
with an action space of type gym.spaces.Dict pop-
ulated with two items, identified by keys "P1" and
"P2", whose values are either gym.spaces.Discrete or
gym.spaces.MultiDiscrete as described above. Additional
details on the action spaces are reported in the documentation.

3.2.4. Reward Function

The reward is defined as a function of characters’ health val-
ues so that, qualitatively, damage suffered by the agent corre-
sponds to a negative reward, and damage inflicted to the op-
ponent corresponds to a positive reward. The quantitative, gen-
eral, and formal reward function definition defined by Equation

I

O,N.
R = (A7 - A - (A - A))) 1)

where:

e H and H are health values for opponent’s character(s) and
agent’s one(s) respectively;

e ¢~ and ¢ are used to indicate conditions at “’state-time” and
at "new state-time” (that is before and after environment
step);

e N, is the number of characters taking part in a round. Usu-
ally is N, = 1 but there are some games where multiple
characters are used, with the additional possible option of
alternating them during gameplay, like Tekken Tag Tour-
nament where 2 characters have to be selected and two
opponents are faced every round (thus N, = 2);


https://github.com/openai/gym/tree/master/gym/spaces/
https://github.com/openai/gym/tree/master/gym/spaces/

Table 1: Environment settings

SETTING  DESCRIPTION
p ALLOWS TO SELECT SINGLE PLAYER (1P) orR TWO PLAYERS (2P) MODE. IN 1P MODE,
LAYER
THE SAME PARAMETER IS USED TO SELECT ON WHICH SIDE TO PLAY, P1 (LEFT) OR P2 (RIGHT)
S DEFINES HOW MANY STEPS THE GAME (EMULATOR) PERFORMS FOR EVERY ENVIRONMENT STEP.
TEP RATIO

THIS VALUE HAS A DIRECT IMPACT ON HOW FREQUENTLY ACTIONS ARE SENT TO THE GAME

FRAME SHAPE

RESIZES GAME FRAME TO PRESCRIBED HEIGHT AND WIDTH, KEEPING IT RGB 0R MAKING IT GRAYSCALE

CONTINUE GAME

DEFINES IF AND HOW TO ALLOW ~CONTINUE” WHEN THE AGENT IS ABOUT TO FACE THE GAME OVER CONDITION

(1P MODE ONLY)

DrrricuLTy

SELECTS GAME DIFFICULTY
(1P MODE ONLY)

CHARACTER(S)

SELECTS THE CHARACTER(S) THE AGENT WILL USE

CHARACTERS OUTFIT

DEFINES THE NUMBER OF OUTFITS TO DRAW FROM AT CHARACTER SELECTION

ACTION SPACE

SPECIFIES THE ACTION SPACES TO BE USED

ATTACK BUTTONS

SPECIFIES IF TO INCLUDE ATTACK BUTTONS COMBINATIONS OR NOT AS AVAILABLE ACTIONS

COMBINATION

HARDCORE

LIMITS THE OBSERVATION TO THE SCREEN PIXELS DISCARDING ADDITIONAL RAM STATES

The lower and upper bounds for the episode total cumulative
reward are defined in Equations 2] They consider the default
reward function (Equation [I)) for game execution with continue
game option set equal to 0.0 (no continue allowed).

0,7
min »° R, = =N (Ns = D(N, = 1) + N,) AH
t
0,7, (2)
max Z R, = N.N,N,AH
t

where:

e N, is the number of rounds to win (or lose) in order to win
(or lose) a stage;

e T, is the terminal state, reached when either N, rounds are
lost (for both 1P and 2P mode) or game is cleared (for 1P
mode only);

e ¢ represents the environment step and for an episode goes
from O to T;

e N, is the maximum number of stages the agent can play
before the game reaches 7.

e AH = H,,,. — H,,;, is the difference between the maximum
and minimum health values for the given game; usually,
but not always, H,;, = 0.

For 1P mode Nj; is game-dependent, while for 2P mode N =
1, meaning the episode always ends after a single stage (so after
N, rounds have been won / lost be the same player, either P1 or
P2).

For 2P mode, P1 reward is defined as R in Equationm and P2
reward is equal to —R (zero-sum games). Equation [T] describes

the default reward function. It is of course possible to tweak it
at will by means of custom reward wrappers (see Section[3.2.3]
below). Additional details can be found in the documentation.

3.2.5. Wrappers

DIAMBRA Arena comes with a large number of ready-to-
use wrappers and examples showing how to apply them. They
cover a wide spectrum of use cases, and also provide reference
templates to develop custom ones. In order to activate wrappers
one has just to add an additional dictionary to the environment
creation method, having properly populated it. A summary of
available wrappers is presented in Table 2] additional details
can be found in the official documentation.

3.3. Advanced Features

3.3.1. Human-in-the-Loop Training

Guiding the learning process by leveraging human input
is desirable as taking advantage of humans domain expertise
boosts learning, and helps the agent learning to behave as hu-
mans would expect. Different approaches have been studied
by researchers (Zhang et al. [2019) such as humans provid-
ing evaluative feedback to the agent (Knox and Stone| 2008)),
humans manipulating the agent’s observed states and actions
(Abel et al.,|2016)), or learning to imitate expert trajectories (Ho
and Ermon, 2016)).

The success of the former two families of strategies strongly
depends on how the human interfaces with the agent during
learning, that is typically very difficult, if not impossible, with
the majority of RL platforms and environments, since it re-
quires low-level access to the environment mechanics that is
rarely available.

DIAMBRA Arena can be easily set up to support an interac-
tive and collaborative learning process between the human and



Table 2: Ready-to-use wrappers

WRAPPER  DESCRIPTION

FRAME WARPING

RESIZES GAME FRAME TO PRESCRIBED HEIGHT AND WIDTH, KEEPING IT RGB 0R MAKING IT GRAYSCALE

OBSERVATION SCALING

SCALES ELEMENTS OF THE OBSERVATION SPACE, WITH A SPECIFIC OPERATION PER EACH OBSERVATION TYPE

FRAME STACK WITH
OPTIONAL DILATION

STACKS LATEST N FRAMES TOGETHER PILING THEM ALONG THE THIRD DIMENSION. USING THE DILATION FACTOR, IT ALLOWS
TO STACK ONLY ONE EVERY M FRAMES, COVERING A BROADER TEMPORAL SPAN FOR THE SAME AMOUNT OF MEMORY

ACTIONS STACKING STACKS LATEST N ACTIONS TOGETHER

OBSERVATION DICTIONARY

FLATTENS THE OBSERVATION DICTIONARY NESTED LEVELS AND FILTERS THEM KEEPING ONLY THE PRESCRIBED SUBSET

FLATTENING AND FILTERING

REWARD NORMALIZATION

SCALES THE REWARD DIVIDING IT BY THE PRODUCT OF THE SCALING FACTOR K AND AH , DIFFERENCE BETWEEN

MAXIMUM AND MINIMUM HEALTH, AS PREVIOUSLY DESCRIBED

REWARD CLIPPING

CLIPS THE REWARD APPLYING THE $ign () FUNCTION

No-0P RESET

PERFORMS A MAXIMUM OF N NO-OP ACTIONS AT THE BEGINNING OF THE EPISODE (THAT IS AFTER RESET)

REPEATS THE ACTION SENT TO THE ENVIRONMENT FOR /N STEPS. IT IS ACTIVATED WHEN N > 1 AND CAN BE APPLIED

ACTIONS STICKING

ONLY WHEN Sfep Ratio SETTING IS EQUAL TO 1

the agent. The great flexibility given by environment wrappers,
allows to easily include human contribution in the training pro-
cess. It is possible for a human to have real-time access and
interact with the agent during training in order to, for exam-
ple, pause the scene, and control of the agent via keyboard or
gamepad commands.

Imitating expert trajectories is a significantly more common
approach in research. DIAMBRA Arena provides advanced
tools to leverage the imitation learning technique (Hussein
et al.l|2017). Very useful to speed up / bootstrap learning, usu-
ally in the very early training stages, it requires to store human
gameplay in order to use it to train the agent policy, typically
adopting either the supervised learning approach (behavioural
cloning) or using the human to guide exploration in the “clas-
sic” RL setting. Recordings must therefore store both observa-
tions and actions sent by the human player at least in the former
case, and rewards too in the latter.

The package comes with a wrapper dedicated to this purpose
and one specific example showing how to set it up. In order to
activate it, one has just to add an additional dictionary to the
environment creation method.

Human players are requested to play using a USB gamepad,
that is interfaced via a custom class named DiambraGamepad.
Two main settings needs to be provided: file_path and
user_name. The former is the local absolute path where to save
recorded trajectories, provided as a string, while the latter is a
string variable that can be used to differentiate between users in
case recordings comes from multiple players.

Behavioral cloning approach. Having a dataset (the collected
player experience) with features (environment observations, for
example the game frame) and targets (action(s) selected by the
human player), one can train the agent policy network as typi-
cally done in supervised learning classification problems. The
result would be an agent whose behavior replicates the one
of the player, that’s where the term behavioral cloning comes

from.

Guided exploration approach. Since rewards are stored
alongside observations and actions, recorded trajectories can
be used while remaining inside the RL paradigm: the human
player has here the role of ”guidance” in the exploration phase,
providing the algorithm with a “meaningful” experience of
the environment (from a human perspective) in the form of
trajectories. This is expected to significantly speedup training,
optimizing exploration towards zones of greater relevance in
the observation/action domain space.

import diambra.arena

settings = {"traj_files_list”: [”path/to/recFilel”,
"path/to/recFile2”,
1,

“total_cpus”: 2}

env = diambra.arena.ImitationLearning (xxsettings)
obs = env.reset ()

while True:

obs, rew, done, info = env.step (0)
if done:

obs = env.reset ()

break

env.close ()

Listing 2: DIAMBRA Arena imitation learning example

In order to do so, the software package provides a dedicated
class named ImitationLearning with the specific purpose of
loading trajectories recorded with the wrapper provided, and
stepping through them. Listing[2|shows a code snippet with all
basic instructions required to run it.

It should be noted how in this case the action selection step is
not needed anymore since the “history” of environment transi-



tions is already written in stored human player experience files.

3.3.2. Multi-Agent and Self-play

As already mentioned, all environments can be run in both
single player and two players mode, the latter making DI-
AMBRA Arena, de-facto, a software package that can be used
for research in the fields of competitive multi-agent and human-
agent competition.

This feature also allows to implement self-play (Baker et al.}
2020; Bansal et al.l 2018)), that consists, roughly speaking, in
training an agent by making it play (or fight) against itself. In
fact, supporting the 2P mode, the library allows the same agent
(or two different agents) to play on both sides, one against the
other.

This advanced technique offers many advantages: the algo-
rithm always faces an opponent of similar skill level, enabling
more efficient learning; it can be adopted also when no single
player mode is available for a given game; it gives the agent
the freedom to explore and find optimal strategies beyond those
known by expert human players.

3.4. Environments Comparison

This section aims at comparing DIAMBRA Arena with the
most important tools currently available in the literature that
provide similar capabilities. Two main aspects are considered:
features exposed by the software and its performances in terms
of speed and memory footprint. The former is fundamental
for measuring how broadly it can be applied, determining the
range of research topics it enables to study. The latter is strictly
linked with one of the most important limitations of current RL,
sample complexity: the amount of data required by RL algo-
rithms to achieve optimal performances is still very large, thus
requiring very efficient environments that allow to generate the
needed experience quickly and to perform a large number of
experiments in reasonable time.

3.4.1. Features

Table[3|compares different environments in terms of the most
important characteristics for problems in this domain: type of
observation spaces, type of action spaces, if they provide ready-
to-use wrappers, and if they provide multi-agent and advanced
features.

Regarding the observation spaces, DIAMBRA Arena covers
all options provided by other tools but the full RAM state. This
has been an explicit design choice, aiming to push the research
towards studying algorithms able to learn in a more human-like
condition, so avoiding the option of directly read the complete
RAM states. Nonetheless, it can be easily added, if relevant, in
future work.

In its current form, DIAMBRA Arena does not provide a
continuous action space. This is mainly related to the nature
of interfaced games, that are meant to be played with digital
controllers (gamepads). Also in this case, extension to games
featuring such type of input (for example mouse cursor posi-
tion) will be subject of future work.

DIAMBRA Arena is one of the few environments providing
ready-to-use wrappers. This is a key element in speeding up

the implementation of an interface with third party RL libraries,
such as Stable Baselines or Ray RLIib.

Lastly, a very relevant aspect is that DIAMBRA Arena al-
lows to study many advanced topics, such as competitive agent-
agent, human expert demonstration recording, imitation learn-
ing, transfer learning and cross-task generalization. In addition,
it also natively covers human assisted reward and competitive
human-agent settings, unique features not provided by the oth-
ers, to the best knowledge of the author.

3.4.2. Performances

Table[d|provides a comparison for the different environments
in terms of execution speed, expressed in frames per second
(FPS), and memory footprint for a single environment instance,
measured in megabytes (MB). All environments have been run
in the same machine, a standard low-medium level desktop also
used to train DeepRL agents that is described in a later section.

Only most relevant environments are reported in the table,
in particular those similar in terms of observation spaces, ac-
tion spaces and advanced features. By looking at the values
reported, one notes that both performance measures for DI-
AMBRA Arena are similar and around the same order of mag-
nitude of the other RL environments. If compared with the most
simple ones (ALE, VizDoom, Retro), the speed is between 2 to
6 times slower, while the memory footprint is between 1.5 to 4
times larger. This slightly lower efficiency is a fair price to pay
to have the vast set of features DIAMBRA Arena provides that
are not available in the other environments, as shown in the pre-
vious subsection. In fact, when compared with an environment
of similar complexity (Unity Obstacle Tower), it becomes clear
how faster DIAMBRA Arena is (about 10x), and how reason-
able the memory footprint turns out to be.

4. Trained DeepRL Agent

In order to validate and confirm that the environments pro-
vided can be learned, many tests have been performed, training
multiple DeepRL agents on different games, with different se-
tups in terms of game settings, wrappers used, observation and
actions spaces.

This section describes in detail how these agents have been
trained to play different games in single player mode, maximiz-
ing the total cumulative reward, where the immediate reward is
defined by Equation I}

4.1. Problem Framing and Algorithm

To provide useful context for the discussion, in what follows
the agent trained on Dead Or Alive++ will be considered. A
reward normalization wrapper has been applied to it, using a
scaling factor equal to K = 0.5, the game has a AH = (Hqx —
H,in) = 208, resulting in a normalization term equal to KAH =
K(H yax—Hpyin) = 0.5%208 = 104. It has 8 stages, the last always
against the same final boss and the second last always against
the same character that depends on the one used by the agent.
Two rounds are needed to win a stage, and a single character is
used. Therefore, with respect to quantities in Equations 2] and



Table 3: Environments features comparison

E OBSERVATION AcTION READY-TO-USE MULTI-AGENT ADVANCED
NVIRONMENT
SPACES SPACES WRAPPERS READY FEATURES READY
HuMAN EXPERT
Raw pixELs (2D/3D) DEMONSTRATION RECORDING,
DIAMBRA R s (2D/3D) ;_ DISCRETE, v COMPETITIVE AGENT-AGENT, IMITATION LEARNING,
AW PIXEL!
ARENA VECTOR DATA MULTI-DISCRETE COMPETITIVE HUMAN-AGENT HUMAN ASSISTED REWARD,
TRANSFER LEARNING,
CROSS-TASK GENERALIZATION
U DISCRETE, IMITATION LEARNING,
NITY
MI-AGENTS VECTOR DATA MULTI-DISCRETE, X COMPETITIVE AGENT-AGENT TRANSFER LEARNING,
CONTINUOUS CROSS-TASK GENERALIZATION
Raw PixeLs (2D), H
UMAN EXPERT
STARCRAFT LE FEATURES LAYERS, CoMPOUND v COMPETITIVE AGENT-AGENT
VEcTo DEMONSTRATION RECORDING
ECTOR DATA
HuMAN EXPERT
VizDoom Raw pixeLs (3D) DIScRETE X COMPETITIVE AGENT-AGENT
DEMONSTRATION RECORDING
Unity Raw pixELs (2D/3D) DISCRETE, X ) TRANSFER LEARNING,
OBSTACLE TOWER MULTI-DISCRETE CROSS-TASK GENERALIZATION
DML Raw pixeLs (3D), DISCRETE, X TRANSFER LEARNING,
AB -
VECTOR DATA CoNTINUOUS CROSS-TASK GENERALIZATION
Raw PixeLs (2D
ALE (D), DISCRETE X - -
RAM STATE
Raw pixeLs (2D), DISCRETE,
Gym VECTOR DATA MULTI-DISCRETE, v - -
RAM StatE CONTINUOUS
Raw pIxeLs (2D), DISCRETE,
REeTRO X - -
RAM STATE MULTI-DISCRETE
MuloCo VECTOR DATA CoNTINUOUS X - -

not affect other game settings. The native game frame resolu-
tion is 480 X 512 x 3 and there are four different outfits for each
character (see Figure[d).

Table 4: Environments performances comparison

EnviRoNnMENT  SpeeD [FPS]  Memory [MB]
DIAMBRA 0.5k 140
ARENA ' ,'
Unity
OBsTACLE TOWER 0.06x 150
REeTRO 1.1k 86
DMLag 1.2k 40
a2
VizDoom 1.5k 35
Figure 4: Kasumi available outfits in Dead Or Alive++
ALE 3k 70

Environment settings have been selected so that the agent
learns to play with a specific character (Kasumi), as both P1
and P2 (it will randomly start the episodes in one of the two
positions with equal probability), while using both the first two
outfits for the selected character, sending actions once every 6
game steps (actions frequency 10 Hz, at fixed points in “time”).

the normalization term defined above, one has N, = 1, Ny = 8,
N, = 2, resulting in episode total cumulative reward bounds
equal to min ¥V R, = —18, max Y0 R, = 32.

The selected game has four different difficulty levels, they do



Settings are summarized in Table[5]

Table 5: Environment settings used during training

SETTING VALUE
PLAYER ”RaNDOM”
STEP RATIO 6
FrAME SHAPE [128,128,1]
CoNTINUE GAME 0.0
DIFFICULTVH 3—>40r4
CHARACTER ”Kasumr”’
CHARACTER OUTFIT 2
ACTION SPACE ”DISCRETE”
Artack Burtons COMBINATION FALSE
HARDCORE FALSE

“Difficulty level has been set equal to 3 at the beginning of training, and has
been raised to 4 when the agent was able to complete the game in the majority of

evaluation episodes using the initial difficulty value.

The selected observation space is made of the latest game
frame plus the RAM states. For training this agent only some
elements of the latter have been selected, specifically: own/op-
ponent health, ownfopponent side, stage number and actions.

The discrete action space was selected, with no attack buttons
combination, for a total of 12 actions.

In addition to the previously mentioned reward normaliza-
tion wrapper, a number of additional ones have been applied:
latest 4 frames are stacked together with no dilation; latest 12
actions are stacked together; observation scaling is applied; and
no reward clipping, no-op reset nor actions sticking are applied.
All settings are reported in Table[6]

Table 6: Wrappers settings used during training

‘WRAPPER SETTINGS 'VALUE
OBSERVATION SCALING TrUE
FRAME STACKING WITH DILATION [4,1]
ACTION STACKING 12
TRUE

REWARD NORMALIZATION
(ScALING FACTOR K = 0.5)

RewarD CLIPPING FaALSE
No-Op RESET 0
ACTIONS STICKING 1

The proximal policy optimization (PPO) algorithm (Schul-
man et al.l 2017) has been used, leveraging the open source RL
library Stable Baselines (Hill et al.,2018). The PPO2 model im-
plemented therein has been interfaced with DIAMBRA Arena
by means of a specific environment wrapper, mainly related to
the management of observations format. A custom deep neural
network has been designed for the policy and value networks,
and provided to the PPO2 class as model to train. All details

about networks model architecture, training strategy with hy-
perparameters and performances and results are described in
the following three subsections.

4.2. Model Architecture

The policy and the value networks share all layers up to
the latent space, where they bifurcate in two different tails.
The shared part is composed by two different data process-
ing pipelines, both performing information extraction, one from
frames (frame encoder) and the other one from the RAM states
(RAM states encoder). The architecture of the two networks is
described below, and also detailed in Table[7|and in Figure[5]

Table 7: Model architecture details

PART Laver TyPE  DETAILS

FraME In 128 X 128 X 4 TENSOR

FrAME Conv 8 X 8 KERNEL, 32 FILTERS, relu
FrAME Conv 4 X 4 KERNEL, 64 FILTERS, relu
FrAME Conv 3 X 3 KERNEL, 064 FILTERS, relu
FramE FC/Out 256 NEURONS (LATENT)

RAM STATES InpuT 161 X 1 X 1 TENSOR

RAM STATES FC 64 NEURONS, tanh

RAM STATES FC/Out 64 NEURONS (LATENT), fanh
CoNcAT In 256 x 1 x 1+ 64 x 1 X1 TENSOR
CoNcAT Our 320 X 1 X 1 TENSOR

VALUE INn 320 x 1 X 1 TENSOR

VALUE Our 1 VALUE

PoLicy In 320 X 1 X 1 TENSOR

PoLicy Our 12 VALUES (ACTIONS)

The frame encoder is almost the same as the one used in the
Nature paper by Mnih et al.| (2015), usually referred as Nature
CNN. It is composed by three convolution layers plus a fully
connected one; the input tensor is of size 128x128x4 and a total
of 256 latent features are generated by the final fully connected
layer, which receives 9216 values obtained from flattening third
convolution layer output tensor (12 X 12 x 64). It uses relu as
activation function.

The RAM states encoder is composed by two fully connected
layers, generating 64 additional latent features. It uses fanh as
activation function.

Latent features extracted by the two encoders are concate-
nated together obtaining a 1D tensor of size 320.

The policy and value network tails are both made of a sin-
gle fully connected layer connecting the 320 latent features to,
respectively: the set of 12 available actions followed by a soft-
max block for action selection (policy net), and the single out-
put value (value net).

4.3. Training Strategy
A fair amount of tests has been performed to identify a train-
ing strategy able to obtain good results. The resulting con-
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Figure 5: Model architecture scheme. Both the value function and the policy share the same backbone that extracts latent features from inputs, which are then

forwarded to their specific layers.

figuration consist of: 128 X 128 frame resolution, grayscale
frame depth, 4 frames stack, 12 actions stack, 16 parallel en-
vironments, 128 steps per update, batch size of 256, 4 training
epochs per update, discount factor of 0.94, learning rate sched-
ule 2¢™* — 2¢79, clipping factor schedule 0.15 — 0.025.

Additional details are presented in Table [§ and Figure [6]
They show the list of hyperparameters values with their descrip-
tion, and the training process block diagram. Three clusters of
hyperparameters can be identified related to observation space,
rollouts and training updates.

The first four hyperparameters (frame resolution, frame
depth, frame stack and actions stack) have a direct impact on the
size of the observation space. Different tests have been carried
out, especially for frame resolution and frame stack, reaching
values up to [256 X 256] and 6 respectively. The selected val-
ues, reported in Table [8] allow to obtain a good performance
while maintaining a reasonable training time, granting a 6X
speedup with respect to the largest configuration tested.

The next three hyperparameters (parallel environments, en-
vironment steps per update and batch size) are strictly related
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to rollouts generation. They define the amount and the diver-
sification of the experience collected by the agent, and also in
this case, a trade-off is needed in order to limit RAM and GPU
memory requirements. Having many environments running in
parallel is particularly important to diversify the collected ex-
perience samples, minimizing their correlation, especially for
standard on-policy methods (as PPO) that cannot leverage (op-
tionally prioritized) memory replay buffers. The batch size
plays arole too in this regard, while the number of environment
steps per update must be chosen with care, taking into account
in particular rewards sparsity, and making sure the value is high
enough to collect informative experience samples, that is sam-
ples where collected rewards have relevant effects.

The last four hyperparameters (training epochs number, dis-
count factor, learning rate and clipping factor) influence more
low level aspects of training updates. Two key aspects to note
of the adopted training strategy are: A) a linearly decreasing
schedule, function of training steps, for both the learning rate
and the clipping factor to favor fine convergence towards an
optimal policy; B) the selected value for rewards discounting
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Figure 6: Block diagram representation of the training strategy

(0.94), which is again a parameter to be chosen with care. In
fact, it determines how far back in time the rewards are propa-
gated, thus it must be set taking into account rewards sparsity,
past actions importance, and game specific dynamics.

The block scheme representing the complete training process
(Figure[6) describes in detail the infrastructure: it consists of a
single workstation in which 16 rollout workers collect training
experience in parallel, store experience collected in 128 envi-
ronment steps and discount rewards across them. 10 evaluation
workers evaluate agent performances at regular intervals during
training. Agent model parameters are shared between the two
groups of workers. Rollout data samples are moved in batches
to the single GPU to leverage CUDA computing, and model
updates are performed accordingly to hyperparameters setup.

4.4. Performances and Results

Two different hardware setups have been used to perform
training tests, Table (9] provides details in terms of compo-
nents and training speed. They can be considered low-to-
medium level home desktop configurations in terms of comput-
ing power. Agent performance as a function of training steps is
presented in Figure[7] where the 10-episodes averaged total cu-
mulative reward for the PPO agent is plotted together with the
random agent one. After 25M training steps, the trained agent
average reward has reached a value of around 12, notably larger
than the random agent one, a clear demonstration it is learning
how to play in order to maximize episode total cumulative re-
ward. Visual comparison between the random agent and the
trained one demonstrates, even more than the chart, how well
the agent policy learned a playing strategy at least very good, if
not optimal.
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A video comparison showing the agent at three different
training stages (10M steps, 25M steps and 50M steps) can be
found at There are a few elements clearly showing
agent improvement, two that can be easily noted are: A) the
trained agent stops performing attack moves when the opponent
is far and out of reach. Instead, it starts to wait for the oppo-
nent not only to be close enough, but even to stand up when
laying on the ground after being hit; B) the trained agent timely
performs counter-moves when appropriate, evading opponent’s
attacks.

An identical approach has been successfully adopted to train
the same DeepRL agent in the other games and omitted here
for conciseness. Visual results are publicly available for Street

Fighter III and Tekken Tag Tournament at and
respectively.

Achieving these results within a training time of less than
two and a half days, using a medium-low level standard home
desktop, confirms these environments, while featuring games
with complex mechanics, can be successfully used by everyone.

5. Discussion

The presentation of DIAMBRA Arena (Section [3) and
DeepRL Agent training results (Section [), provides many in-
teresting insights. One important advantage of the software

2DeepRL Agent in Dead Or Alive: https://wuw.youtube . com/watch?|

D

eepRL Agent in Street Fighter: https://www.youtube.com/watch?|

;

DeepRL Agent in Tekken Tag https://www.youtube.com/watch?v=|

XEJOQfmmzwM



https://www.youtube.com/watch?v=2IXsMAdAEBU
https://www.youtube.com/watch?v=dw72POyqcqk
https://www.youtube.com/watch?v=XEJ9QfmmzwM
https://www.youtube.com/watch?v=XEJ9QfmmzwM
https://www.youtube.com/watch?v=2IXsMAdAEBU
https://www.youtube.com/watch?v=2IXsMAdAEBU
https://www.youtube.com/watch?v=dw72POyqcqk
https://www.youtube.com/watch?v=dw72POyqcqk
https://www.youtube.com/watch?v=XEJ9QfmmzwM
https://www.youtube.com/watch?v=XEJ9QfmmzwM

Table 8: Training hyperparameters

HYPERPARAMETER VALUE DETAILS
FrRAME s1zE 128 x 128 GAME FRAME WARPING RESOLUTION
FRAME DEPTH 1 CHANNEL GAME FRAME WARPING COLOR COMPRESSION

NUMBER OF MOST RECENT FRAMES EXPERIENCED BY THE AGENT STACKED
FRAME STACK 4

TOGETHER AND USED AS INPUT TO THE POLICY AND VALUE NETWORKS

NUMBER OF MOST RECENT ACTIONS EXECUTED BY THE AGENT STACKED TOGETHER
ACTIONS STACK 12

AND USED IN THE RAM STATES AS INPUT TO THE PoLicY AND VALUE NETWORKS
PARALLEL

16 NUMBER OF ENVIRONMENTS COLLECTING TRAINING ROLLOUTS IN PARALLEL
ENVIRONMENTS
ENVIRONMENT
128 NUMBER OF ENVIRONMENT STEPS RUN PER UPDATE
STEPS PER UPDATE
BaTcH sizE 256 NUMBER OF TRAINING STEPS OVER WHICH EACH ADAM OPTIMIZER UPDATE IS COMPUTED
TRAINING EPOCHS
4 NUMBER OF TRAINING EPOCHS RUN PER UPDATE

PER UPDATE
DISCOUNT FACTOR 0.94 DISCOUNT FACTOR USED IN RETURN DISCOUNTING, CONSTANT THROUGH TRAINING

LEARNING RATE 2% — 2e°

OF TRAINING STEPS

CLIPPING FACTOR 0.15 — 0.025

LEARNING RATE USED BY ADAM OPTIMIZER UPDATE, LINEAR SCHEDULER FUNCTION

CLIPPING FACTOR USED BY PPO SURROGATE OBJECTIVE CLIPPING, LINEAR SCHEDULER

FUNCTION OF TRAINING STEPS

Table 9: Hardware specs and training numbers

SeTUP #1 SETUP #2
CPU 15 4 CORES/ AMD RAyzeN 9

8 THREADS 12 cOrRES/24 THREADS
RAM 16GB 16GB
GPU GTX 1050 4GB GTX 1080T1 11GB
ENvV STEPS / DAY ~2.6M ~10.2M
TRAINING TIME ~10.2 Days 24/7 ~2.36 Davs 24/7

package is the high degree of customization in terms of action
spaces, observation space and environments mechanics. For ex-
ample, it is possible to make the tasks purely visual (using the
screen buffer alone as observation) or to consider a selection of
(fair) RAM values too as available features, to easily extend the
actions set or to use multiple characters.

The software comes with ready-to-use wrappers of different
kind, covering observation, action and reward wrapping classes.
These are very important elements when it comes to interfac-
ing environments with RL libraries, taking advantage of already
implemented ones results in a major speedup.

DIAMBRA Arena guarantees environments accessibility and
usability for a very broad audience. Thanks to minimal require-
ments in terms of computing power, even CPU-only training is
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Figure 7: Mean episode reward plot as a function of environment training steps,
with random agent score as a reference baseline

a viable option. The comparison with similar tools currently
available in the literature, carried out in Section @ demon-
strated a comparable performance in terms of speed and mem-
ory footprint, while providing more advanced environments en-
abling research on more advanced and complex RL topics. In
addition, Section 4] showed only a few days are needed to train
end-to-end a DeepRL agent with a low-medium level worksta-
tion. It can be easily interfaced with third party libraries, espe-
cially for RL training, as done in this work with Stable Base-
lines.



In its current form, DIAMBRA Arena provides fighting
games as RL tasks, covering many different interesting options
for modern RL research that are discussed below. Moreover,
additional types of environments are already planned for the
near future.

Agent generalization. One potential problem of the major-
ity of RL benchmarks is that they are not ideal for testing
generalization between similar tasks. This may cause falling
into the pitfall of “training RL algorithms on the test set”,
measuring model performance on the same environment(s) it
was trained on. In order to prevent this, RL environments
need to provide means by which they can replicate the con-
cept of “’train” and "test” split, as typically done for supervised
learning datasets. Few-shot learning, cross-task generalization,
exploration-maximization, are all topics that would relevantly
benefit from such a feature. DIAMBRA Arena already sup-
ports this need, providing different tasks with similar scope and
mechanics; it allows to run episodes from game start to end,
as a sequence of different stages; and allows to select different
game difficulty levels.

These are all features that can be used to test agent general-
ization capabilities. To stress this aspect even more, the future
addition of new games will favor environments consisting of
many similar tasks sampled from a single task distribution cre-
ating opportunities to learn how to explore on some levels and
transfer this ability to other levels.

Curriculum and transfer learning. Typically, RL challenges
and tasks are approached with the aim of solving them from
scratch. One of the most interesting directions of current re-
search considers sequences of tasks, training the algorithm on
one task after the other. These sequences are made of tasks with
an increasing level of difficulty, and are meant to be solved in
order. As for agent generalization, also these applications are
already supported and more effort will be put to extend features
in this specific direction.

Human-in-the-loop training. Functionalities currently avail-
able in the software package allow to easily provide feedback to
the agent and to modify the environment during training, thus
supporting exploration in this field of research. Also in this
case, new types of environments are planned for development
in the near future, with the aim of making human-in-the-loop
training even more accessible for research and experimentation.

Multi-agent. Current version of DIAMBRA Arena already
supports multi-agent applications in the competitive flavor
(both agent-agent and agent-human). One of the future devel-
opment directions is to add new environments in which also
the cooperative flavor is available, for both agent-agent as well
as human-agent settings. Additional directions are being dis-
cussed, also touching the so called ”value alignment problem”,
one of the aspects involved in typical reasonings around exis-
tential concerns for Al

Real-world operation. The need to validate RL algorithms
in the real world is of paramount importance, and would repre-
sent a major achievement that could lead to the realization of a
great potential. Almost certainly, it will involve aspects related
to agent-human cooperation/competition, thus requiring robust
and scalable training where agents play against (or in coopera-
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tion with) humans. The aim of developing tools and infrastruc-
ture to enable the study of agent-human interaction at scale is
also in the road map.

6. Conclusions

This paper presented DIAMBRA Arena, a novel software
package for RL research and experimentation. It provides high-
quality environments, complemented by a very broad set of
tools enabling many different lines of research that focus on ma-
jor challenges the scientific community is facing, as standard
RL, competitive multi-agent, human-agent competition, human-
in-the-loop training, imitation learning and self-play. Support-
ing all major OSs, and implementing the standard OpenAl Gym
Python API interface, its adoption is easy and straightforward.
Multiple DeepRL agents have been trained in the provided en-
vironments, using PPO algorithm through Stable Baselines li-
brary, obtaining optimal performances and human-like behav-
ior. Results achieved confirm DIAMBRA Arena utility as a
reinforcement learning research platform, providing environ-
ments designed to study the most challenging topics in the field.
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