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Given a sequence of n elements, we introduce the notion of an almost-increasing subse-
quence as the longest subsequence that can be converted to an increasing subsequence by
possibly adding a value, that is at most a fixed constant, to each of the elements. We show
how to optimally construct such subsequence in O (n log k) time, where k is the length of
the output subsequence.
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1. Introduction

The longest increasing subsequence (LIS) is a subse-
quence of maximum length where every element is greater
than the previous element. The longest increasing sub-
sequence problem refers to either producing the subse-
quence or just finding its length. The problem was first
tackled by Robinson [16] seventy years ago. The clas-
sical dynamic-programming algorithm for the problem,
which appears in many algorithmic textbooks [9], is due
to Schensted [17]. This algorithm runs in O (n log k), where
n is the length of the input sequence, and k is the length of
the longest increasing subsequence. Knuth [14] gave gener-
alizations to the problem with relations to Young tableaux.
Fredman [12] showed that O (n log n) comparisons are both
necessary and sufficient, to find the length or produce
the subsequence, in the comparison-tree model. The same
lower bound was also proven for the algebraic decision-
tree model [15]. If the input sequence is a permutation of
the integers 1 to n, algorithms were introduced to con-
struct the longest increasing subsequence in O (n log logn)

time [8,13].
The problem is important in practice. Several other

problems involve a LIS construction (see, for example, [5]).
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It has lately gained even more practical importance as it is
used in the MUMmer system [10] for aligning genomes.

A related problem is the longest common subsequence
(LCS) problem, which considers two sequences and locates
a series of entries that appear in the same order in both
sequences. Note that we can apply the LCS algorithms to a
sequence and its sorted outcome to get a longest increas-
ing subsequence.

Several variants of the LIS problem have been intro-
duced. The longest increasing subsequence of a circular list
(LICS) assumes the input sequence to be circular. A ran-
domized algorithm for the LICS that runs in expected
O (n3/2 log n) time is given in [3]. The best worst-case
bound known is O (n2), and can be achieved using tech-
niques from [4]. Another variant is to find the longest
increasing subsequences that lie in all the sliding win-
dows with a specified width. An algorithm that runs in
time proportional to the size of the output subsequences
plus an additive bound for constructing one LIS is given
in [4]. A generalization of the LIS problem is discussed
in [2], where a fixed set of permutations is given and the
task is to compute, for a given input sequence, the longest
subsequence that is order isomorphic to one of the given
permutations. The LIS problem applies when such permu-
tations are the identity permutations.

The combinatorics of the problem are of no less impor-

tance. Starting with the work of Erdös and Szekeres, the
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length of a LIS in a random permutation was investigated.
The complete limiting distribution of the length of the LIS
of a permutation of length n chosen uniformly at random
is given in [6]. The expected length of a LIS is shown to be
close to 2

√
n.

Suppose one is considering the process of monitoring
the performance of an activity. We say that the activity
is well performing once it is well performing in compari-
son with a large number of accredited historical snapshots
where it was as well performing when deploying the same
criteria. Picking the largest number of points when the ac-
tivity is strictly performing better among such previously
selected points is too restricted and unfair. The notion
needs to be relaxed to reflect a good progress without nec-
essarily being the best selected so far. On another front,
there are applications where the data items have a small
amount of noise. In accordance, a relaxed version of the
LIS problem is needed.

In this paper, we introduce a variant of the LIS problem
that we call the longest almost-increasing subsequence
(LaIS) problem. We allow a drop of at most a constant
value from the maximum element that appeared so far.
Given a sequence 〈x1, x2, . . . , xn〉 and a constant c > 0, our
goal is to construct a longest subsequence 〈y1, y2, . . . , yk〉
such that ∀i yi > maxi−1

j=1 y j − c. We give an asymptotically
optimal algorithm that runs in O (n log k) time. The main
idea is to apply the dynamic programming paradigm to a
search-utilizing pointer-based data structure and not to an
array.

2. Recursive formulation

Let LaIS(h, i), h � i, denote a longest almost-increasing
subsequence among the elements of 〈x1, . . . , xi〉, such that
a largest element is xh and h is minimal. We show that
these two parameters fully characterize any LaIS, and re-
cursively express LaIS in terms of solutions to smaller
problems.

The key observation is that any LaIS(h, i), h < i, can be
split into two independent (except for the value of h) sub-
sequences, following the relation:

LaIS(h, i) = LaIS(h,h) · T (h, i),

where “·” is the concatenation operation, and T (h, i)
is the subsequence including every element x j among
〈xh+1, . . . , xi〉 satisfying xh − c < x j � xh .

The second observation is that LaIS(h,h) can be ex-
pressed as:

LaIS(h,h) = LaIS
(
i′,h − 1

) · 〈xh〉,
where length(LaIS(i′,h − 1)) has the maximum value
among i′ < h satisfying xi′ < xh . Note that i′ is not nec-
essarily unique.

3. The basic algorithm

The algorithm proceeds in n iterations. After the i-th
iteration, the algorithm maintains for each element x j ,
among the first i elements, a longest almost-increasing
subsequence whose largest element is x j and j is mini-
mal. For each such subsequence, it is enough to keep track
of its length l j and the minimal index p j of a largest el-
ement among the elements preceding x j . During the i-th
iteration, two tasks are performed: The first task is to find
a longest almost-increasing subsequence whose largest el-
ement is xi . This subsequence is constructed by appending
xi to the longest subsequence found so far whose largest
element is smaller than xi . More formally, we look for an
index i′ < i such that li′ � l j among all indexes j < i having
x j < xi . The length li is then set to li′ + 1, and the index pi
is set to i′ . The second task is to append xi to every sub-
sequence found so far whose largest element is larger or
equal to xi and smaller than xi + c. More formally, for all
j < i, set l j to l j + 1 if xi � x j < xi + c. After the n-th it-
eration, the length of the LaIS is the maximum length lm
among the li ’s stored by the algorithm. To construct a LaIS,
we make use of the pi ’s to produce the subsequence in
reverse order. Using the element xm corresponding to the
maximum length lm , scan every element xi , from i = n to
m + 1, and output the elements satisfying xm − c < xi � xm

followed by xm . Let xt be the last element of the subse-
quence output in the reverse order, scan every element xi
from i = t − 1 to pt + 1, and output the elements sat-
isfying xpt − c < xi � xpt followed by xpt . The previous
step is repeated until we get a value of pt that indicates
the first element of the subsequence (when, for example,
pt = t).

A straightforward implementation of the previous algo-
rithm would use two linked lists (or two arrays) each of
size n; one for the li ’s and another for the pi ’s. This imple-
mentation runs in O (n2) time.

Example

Assume c = 2, and consider the following sequence
indexed from 1 to 12: 〈7,15,2,14,14,6,8,11,17,15,14,

13〉. We show in Table 1 the two arrays: one holding the
lengths li ’s (first row), and another holding the indexes pi ’s
(second row), after each of the 12 iterations performed by
the algorithm.

It follows that the LaIS is of length 6. There are
five such subsequences: 〈7,15,14,14,15,14〉, 〈7,6,8,11,

15,14〉, 〈2,6,8,11,15,14〉, 〈7,6,8,11,14,13〉 and 〈2,6,8,

11,14,13〉. Typically, the algorithm stores one pi and re-
ports one LaIS.

4. The improved algorithm

Instead of storing one li corresponding to each xi , we
store one element for every length value. Namely, after the
i-th iteration, we store zl ← xh corresponding to length l,
where length(LaIS(h, i)) = l and xh � xh′ for all h′ sat-
isfying length(LaIS(h′, i)) = l′ � l. It follows that z j � z j′
for j < j′ . To show that these elements are enough to
construct a LaIS, consider two elements xh > xh′ where
length(LaIS(h′, i)) � length(LaIS(h, i)). Given any almost-
increasing subsequence having LaIS(h, i) as a prefix subse-
quence, we can replace LaIS(h, i) with LaIS(h′, i) and get
another almost-increasing subsequence with at least the
same length.
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Table 1
Dry run of the basic algorithm.

Iteration 1
1 1

Iteration 1 2
2 1 1

Iteration 1 2 1
3 1 1 3

Iteration 1 3 1 2
4 1 1 3 1,3

Iteration 1 4 1 3 2
5 1 1 3 1,3 1,3

Iteration 2 4 1 3 2 2
6 1 1 3 1,3 1,3 3

Iteration 2 4 1 3 2 2 3
7 1 1 3 1,3 1,3 3 1,6

Iteration 2 4 1 3 2 2 3 4
8 1 1 3 1,3 1,3 3 1,6 7

Iteration 2 4 1 3 2 2 3 4 5
9 1 1 3 1,3 1,3 3 1,6 7 2,8

Iteration 2 5 1 3 2 2 3 4 5 5
10 1 1 3 1,3 1,3 3 1,6 7 2,8 8

Iteration 2 6 1 4 3 2 3 4 5 6 5
11 1 1 3 1,3 1,3 3 1,6 7 2,8 8 8

Iteration 2 6 1 5 4 2 3 4 5 6 6 5
12 1 1 3 1,3 1,3 3 1,6 7 2,8 8 8 8

Table 2
Dry run of the improved algorithm.

(a) The array of zi ’s

Iteration 1 7
Iteration 2 7 15
Iteration 3 2 15
Iteration 4 2 14 15
Iteration 5 2 14 14 15
Iteration 6 2 6 14 15
Iteration 7 2 6 8 15
Iteration 8 2 6 8 11
Iteration 9 2 6 8 11 17
Iteration 10 2 6 8 11 15
Iteration 11 2 6 8 11 14 15
Iteration 12 2 6 8 11 13 14

(b) The array of pi ’s

Iteration 1 1
Iteration 2 1 1
Iteration 3 1 1 3
Iteration 4 1 1 3 3
Iteration 5 1 1 3 3 3
Iteration 6 1 1 3 3 3 3
Iteration 7 1 1 3 3 3 3 6
Iteration 8 1 1 3 3 3 3 6 7
Iteration 9 1 1 3 3 3 3 6 7 8
Iteration 10 1 1 3 3 3 3 6 7 8 8
Iteration 11 1 1 3 3 3 3 6 7 8 8 8
Iteration 12 1 1 3 3 3 3 6 7 8 8 8 8
In the sequel, we call the second task of the i-th itera-
tion of the basic algorithm, which involves incrementing
the length of every subsequence whose largest element
x j satisfies xi � x j < xi + c, a length-shift. Apart from the
length-shift, the improved algorithm is quite similar to that
of constructing the longest increasing subsequence [17]. If
we use an array to store the sequence 〈z1, z2, . . .〉, mim-
icking the algorithm in [17], we will be able to use binary
search to locate the predecessor of xi and that of xi + c in
O (log k) time. But, a length-shift, which is now performed
by sequentially overwriting every z j in a specified range
using z j+1 ← z j , would require O (k) time. This results in
an implementation that runs in O (nk) time; still not the
claimed bound.



658 A. Elmasry / Information Processing Letters 110 (2010) 655–658
Example

Back to the example of Section 3, where c = 2 and the
input sequence is 〈7,15,2,14,14,6,8,11,17,15,14,13〉.
We show in Table 2 the two arrays: one holding the zi ’s
(part a), and another holding the indexes pi ’s (part b), af-
ter each of the 12 iterations performed by the algorithm.

The LaIS reported by this version of the algorithm will
be 〈2,6,8,11,14,13〉.

5. The data structure

In order to achieve the claimed O (n log k) bound, the
inner loop must be executed in O (log k) time. To effi-
ciently implement a length-shift, we store the z j ’s as an
ordered linked list, where a node holding z j points to a
node holding its successor element z j+1. During each it-
eration, a search is performed for the predecessor of xi .
A node that contains xi is then inserted after this position.

To perform a length-shift, the corresponding range of
nodes is determined and the successor of the last node in
the range is deleted (if such a node exists). To construct
the subsequence, we still maintain an array for the pi ’s.
This array is modified once per iteration and later used to
produce the output.

In summary, at each iteration the algorithm performs:
two predecessor searches, one successor finding, an inser-
tion and a possible deletion.

Algorithm 1 The pseudo-code for the LaIS algorithm.
1: for i = 1 to n do
2: v ← new_node()
3: v.value ← xi

4: v.index ← i
5: pred ← predecessor(xi)

6: if (pred �= null) then
7: pi ← pred.index
8: else
9: pi ← i

10: end if
11: insert(v)

12: s ← successor(predecessor(xi + c))
13: if (s �= null) then
14: delete(s)
15: end if
16: end for
17: m ← tail_node().index
18: for i = n down to m + 1 do
19: if (xm − c < xi � xm) then
20: print xi

21: end if
22: end for
23: print xm

24: t ← m
25: while (pt �= t) do
26: for i = t − 1 down to pt + 1 do
27: if (xpt − c < xi � xpt ) then
28: print xi

29: end if
30: end for
31: print xpt

32: t ← pt

33: end while

Each of these operations can be executed in O (log k)

time when building a balanced search structure over the
nodes of the linked list. We may use, for example, an
AVL tree [1] to achieve O (log k) cost per operation, or a
splay tree [18] for an amortized O (log k) cost per oper-
ation. For practical purposes, it would be better to keep
a linked list of pointers to find the successor of a given
node in constant time, accounting for at least three point-
ers per node in case using the aforementioned structures.
However, from the practical point of view, the best search
structure for this application is the jumplist [11]. Using a
jumplist: a predecessor search, an insertion and a deletion
require O (log k) amortized time (O (log k) expected time
[7]), finding the successor requires constant time, and we
only use and maintain two pointers per node.
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