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a b s t r a c t

Trading signal detection has become a very popular research topic in financial investment area. This paper
develops a model using the Piecewise Linear Representations (PLR) and Artificial Neural Networks (ANNs)
to analyze the nonlinear relationships between the stock closed price and various technical indexes, and
uncovering the knowledge of trading signals hidden in historical data. Piecewise Linear Representation
tools are applied to find the best stock turning points (trading signals) based on the historical data. These
turning points represent short-term trading signals for selling or buying stocks from the market. This
study further applies an Artificial Neural Network model to learn the connection weights from these
rtificial Neural Network (ANN)
iecewise Linear Representation method
PLR)
tock turning points detection
tock trading signals

historical turning points, and afterwards an exponential smoothing based dynamic threshold model is
used to forecast the future trading signals. The stock trading signal is predicted using the neural network
on a daily basis. The dynamic threshold bounds generated provide a guide for triggering a buy or sell
decision when the ANN-predicted trading signal goes above or under the threshold bounds. Through a
series of experiments, this research shows superior results than our previous research (Chang et al., 2009

rese
[1]) and other benchmark

. Introduction

Stock trading signals have become a very popular research topic
n financial engineering. Many researchers and investors have tried
o determine the best time to buy or sell stocks, but inevitably make
rong decisions. The reason why trading signals are so difficult to
etect or even observe is that price variations are subject to the
roblems of high dimensionality and non-stationary, because eco-
omic environments and political situations both affect stock price
ariations which make it even more difficult for researchers and
nvestors to forecast trading signals.

Financial analysis often uses the fundamental analytical tech-
ique of trend analysis, which predicts or confirms trend reversals
nd trades at the peak or valley of the stock’s price variation range.

financial time series consists of a sequence of local maximal
nd minimal points. These points contain useful information for
nancial analysis. Technical analysis is a major analytical technique
ased solely on price data. Evaluating financial time series data

nvolves looking for peaks, valleys, trends, patterns, and other fac-
ors affecting a stock’s price movement. Therefore, making buy/sell

ecisions based on these factors is a challenging task.

Stocks trading signals normally use technical indicators to mon-
tor the stock prices and assist investors in setting up trading

∗ Corresponding author. Tel.: +886 936101320; fax: +886 34638884.
E-mail address: iepchang@saturn.yzu.edu.tw (P.-C. Chang).
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© 2011 Elsevier B.V. All rights reserved.

rules for buy–sell–hold decisions. Technical indicators are pro-
duced based on historical stock data. Historical stock data is in
turn affected by the overall economic environment and political
situations over time. This implies that technical indicators hide
important information previously ignored. In previous studies,
researchers have exerted significant effort in forecasting stock price
variation and have proposed numerous sophisticated techniques
to predict stock prices movements. Many researchers have used
data mining and artificial intelligence tools to analyze technical
indicators in an attempt to find the best trading signals. However,
most past studies focus on the precise price prediction only, but
in real world applications, determining the opportunity of trad-
ing points is more important than getting the price prediction. To
overcome the shortcoming, this research develops a novel trading
signals detection system to detect the buy/sell points more effec-
tively and technical indicators are used as the input features for
trading signals prediction.

The contributions of this research include two parts; firstly, we
develop a model using Piecewise Linear Representations (PLR) and
Artificial Neural Networks (ANNs) to analyze the nonlinear rela-
tionships between the stock closed price and various technical
indexes, and to capture the knowledge of trading signals that are
hidden in historical data. Then the learned ANN model is used to

predict the future trading signals on a daily basis. However, the
stock price varies in daily life, the trading signals’ output from ANN
is within the range of 0–1. It is still not clear to the user to define a
good buy or sell decision. Therefore, secondly, a dynamic threshold

dx.doi.org/10.1016/j.asoc.2011.02.029
http://www.sciencedirect.com/science/journal/15684946
www.elsevier.com/locate/asoc
mailto:iepchang@saturn.yzu.edu.tw
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ecision system is further developed to trigger a trading decision.
he dynamic threshold decision system is applied to generate a buy
r sell decision when the predicted stock trading signal goes above
r under the threshold. Therefore, the buy or sell decision can be
redicted on a daily basis. Based on this strategy, the investors can
uy or sell the selected stock and make a profit.

The remainder of this paper is divided into five sections. Sec-
ion 2 reviews related literature in the area of stock trading signals.
ection 3 describes the development of a hybrid system for sup-
orting stock trading point decision making. Section 4 presents the
xperimental tests conducted in this study to determine the effec-
iveness of trading points generated using the proposed hybrid
ystem. The final section provides conclusions and directions for
uture research.

. Literature survey

The stock market is a complex system where decision-making
an be very difficult; the market is affected by numerous factors and
here is a high level of noisiness [2], stock trading signal detection
s becoming the most popular research area in financial engineer-
ng. Many researchers have used different methods to predict stock
rading signal. Recent studies in this area have increasingly used
attern recognition, data mining and computational intelligence.
his section briefly introduces stock trading signal detection and
lso discusses the research methods used in stock trading signal
rediction.

.1. Traditional financial time series forecasting

Many researchers try to use formulas and statistical tools to
nd stock trading signals. The most popular methods include the
egression model, the GARCH (generalized autoregressive con-
itional heteroskedasticity) model, the ARIMA (autoregressive
oving average) model, and the probabilistic model. The regres-

ion model is a kind of simple linear forecasting model, where the
utput value y depends on the input signals x1 . . . xn. However,
his type of model does not seem to do very well in forecast-
ng financial stock or exchange data. To address this weakness,
usuttil and Kalnishkan [3] developed two new regression models,
he weight controlled kernel aggregating algorithm for regression
WeCKAAR) and the kernel aggregating algorithm for regression
ith changing dependencies (KAARCh). The WeCKAAR adds decay-

ng weights to existing regression techniques, while the KAARCh
dds an aggregating algorithm to trading signals. These methods
an merge experts’ opinion selected from a large pool of opinion
ules to obtain optimal strategies. With the help of these two algo-
ithms, their study showed excellent results in forecasting results
f the Russian Trading System Stock Exchange (RTSSE).

The GARCH model is a very popular model used in traditional
rading signal prediction. The GARCH model assigns exponentially
ecreasing weights to the original regression models. Diebold and
ariano [4] used this model to test exchange rate currencies. Their

aper shows that the results of this model are similar to the tra-
itional regression model and random walk strategy. Gencay [5]
ttempted to test linear and non-linear models using the GARCH
odel, but their results failed to generate significant trading signal

ata.
Another popular model which has been used in forecasting

nancial time series data is the Box–Jenkins ARIMA model. Unlike
raditional regression models, these models combine stock data’s
oving average value and also find similar patterns. Timmermann
nd Granger [6] used this model to solve financial time series data,
hile Valenzuela et al. [7] and Pai and Lin [8] combined ARIMA
ith intelligent techniques, e.g. support vector machines for time
puting 11 (2011) 3998–4010 3999

series prediction. The later study uses the ARIMA model as a linear
predictor to forecast stock price data, and then uses support vec-
tor machines to deal with the residual parts obtained from ARIMA
model. Their research produces forecasting patterns that are very
similar to the actual results. Their approach seems more successful
than other methods. However, ARIMA model still has the limita-
tion for system reliability [9]. The researcher presents that SVM
model with the intelligence approach, e.g. genetic algorithm, is a
better predictor than traditional approaches in forecasting system
reliability.

Although the models described above show very interesting
results in financial time series forecasting, they do not produce
significant results in trading signal information. Unlike time series
forecasting, trade signal prediction must be very precise. A strong
trading signal detection method must consider not only stock price
variations, but also other information that can help investors “buy
low, sell high”. Previous research shows that traditional linear mod-
els like the regression model, the GARCH model, and the ARIMA
model, do not perform well in this task.

The probabilistic model offers an alternative to solve this prob-
lem. Bao and Yang [10] proposed a new learning strategy in stock
trading signal detection that using the probabilistic model. Their
proposed approach first attempts to find stock data critical point,
and then adopts Markovian network to find the best trading sig-
nal probability. They were able to produce excellent results for
S&P500 index data, and according to the authors’ description, suc-
cessfully predicted 416 of 454 profitable stocks. These results are
quite successful in financial trading signal area.

As this section describes, probabilistic models can help solve
the trading signal problem. However, probabilistic models require
complex mathematical formulas which are not that easy to be
understood by the investors. Therefore, it seems there should be
another way to solve this problem more efficiently.

2.2. Pattern recognition

Pattern recognition is another hot topic been investigated for
predicting stock trading signals. Many researchers have used his-
torical data patterns to find future trading signals. Recently, Leigh
et al. [11–13] proposed a chart heuristic for stock trading signal
forecasting. A chart heuristic is a special kind of pattern recogni-
tion method. This method is based on the recognition of graphical
stocks’ price patterns and stocks’ transaction volume. Using a series
weight calculation, this method can find the best timing for trad-
ing that will earn the most profit. Leigh et al. [14] and Wang and
Chan [15] used this method to forecast prices variation for the NYSE,
the DOW-JONES Industrial Average, and the S&P500 index, and all
achieved very significant results.

A chart heuristic seems to be the most popular pattern recogni-
tion tool used in financial time series data forecasting and trading
signal detection. However, this method only considers graphical
patterns, and ignores important messages that appear in different
indices. Technical indices offer another solution in financial trading
signal detection. A technical index shows much more information
than price and transaction volume. Technical indices are another
kind of method frequently used in financial trading signal predic-
tion.

2.3. Technical index analysis

Technical index analysis (TA) is the process of analyzing his-
torical stock prices to determine the possible future trends of a

stock price. TA explores internal market information and assumes
that all the necessary factors are in the stock exchange information.
TA methodology is based on historically formed regularities in the
stock exchange, and assumes that the same result will repeat in
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he future. Technical index analysis (TA) is one of the most popular
ethods in use by stock traders [16]. Traditionally, TA proposes a

et of investment rules for the investor. However, the use of indi-
idual trading rules is not very effective from the investor’s point
f view [17,18]. Since the application of numerous rules is compli-
ated and it is hard to combine trading rules, the overall trading
rofit results seems not good enough.

Many researchers have tried to use the combination of technical
nalysis and transaction amount to determine the exact moment
or stock trading. To determine these time points, analysts develop a
roup of technical rules (TR) based on technical indicators (TIs). The
im of each rule is to generate either a buy signal when a bull market
s anticipated or a sell signal when a bear market is expected. The
etter rule is one earning higher profit. Every TI is a function of time-
eries values, whereas each TR is a function of TI values and other
ndependent parameters. A TR function can produce buy, hold, or
ell signals. For more detailed information on TA, refer to [19,20].

Technical analysis can help extract financial information from
tock price pattern. However, this method must be combined with
ther methods to help investors make accurate decisions. Recently,
any researchers have used computational intelligence tools in

ombination with technical analysis to better determine trading
ignals.

.4. Computational intelligence

Computational intelligence methods are also popular in finan-
ial trading signal forecasting [21]. Artificial Neural Networks have
een applied to this area more frequently than other methods.
owever Refs. [22–25] show that these models have limitations
hen subjected to the tremendous noise and complex dimension-

lity of stock price data. The quantity of data and input variables
lso interfere with each other. Therefore, the results may not be
onvincing.

To improve the strength of Artificial Neural Networks,
esearchers have applied other computational intelligence (CI)
ethods to predict stock trading signal. A stock trading method

ased on hidden Markov processes can be adopted to model the
ynamics of stock price trends. In Ref. [26], volatility from price
ata was used to characterize the amplitude of price return fluctu-
tions, and the authors assumed that volatility could be described
y a hidden Markov process. Westerhoff [27] developed a novel
tock market model based not only on past prices, but also on
ast trading volume. This model has the potential to replicate
ome important stylized facts of stock markets, especially bubbles
nd crashes, excess volatility, fat tails, uncorrelated price incre-
ents, and volatility clustering. Thawornwong et al. [28] developed

n intelligent stock trading decision support system that could
orecast buying and selling signals based on the predictions of
hort-term and long-term trends using rule-based neural networks.
he neural network component is composed of two rule-based
eural networks used to predict stock price trends. A hybrid neuro-
enetic approach [29,30] was also developed for stock trading, in
hich a recurrent neural network (NN) with one hidden layer was
sed for the prediction model. Recurrent neural network’s input
eatures are generated from a number of technical indicators used
y financial experts. The genetic algorithm (GA) optimizes the NN’s
eights under a 2-D encoding and crossover strategy. This model
as tested with data from 36 companies in the NYSE and NASDAQ

or a period of 13 years, from 1992 to 2004. This neuro-genetic
ybrid model was shown to have notable improvement over the
uy-and-hold strategy, and the context-based ensemble further
mproved the results.
Recently, evolutionary computations and Artificial Neural Net-

orks (ANNs) have gained wide popularity, especially in problems
hose solution spaces are so complex and large that it is impossible
puting 11 (2011) 3998–4010

to use traditional optimization methods. The application of ANNs
for stock market prediction has its advantages and disadvantages.
For example, Ref. [31] showed that ANNs could be used success-
fully for short-term series prediction. The application of an ANN is
especially effective when the link between the independent and
dependent variables from stock price variation is nonlinear and
very noisy, which is typical of a stock market. The main drawback
of the ANN approach is that ANNs do not provide any insight into
the underlying processes, and prevent us from obtaining a specific
collection of rules. Therefore, decision-making that relies solely on
ANN results is not advisable. On the other hand, the application
of evolutionary algorithms eliminates these problems and makes
it possible to create more complex rules out of simple ones at the
expense of greater computational effort. This suggests that hybrid
systems can help avoid the weaknesses of signaling method while
integrating their individual strengths. The following sections briefly
introduce and survey related techniques applied in this study.

2.4.1. Technical analysis in our system
As mentioned before, technical analysis (TA) is the process of

analyzing historical stock prices to determine the possible future
trends of a stock price. TA explores internal market information and
assumes that all the necessary factors are in the stock exchange
information as a result of price dynamics. The TA methodology is
based on historically formed regularities in the stock exchange, and
assumes that the same results which appear in stock price variation
will repeat in the future.

Thus, technical analysts affirm that the combination of the
past share transaction rate and the transaction amount allows the
investigator to determine the exact moment when the shares are
either overvalued or undervalued. To determine these time points,
analysts form a group of technical rules (TR) based on technical indi-
cators (TIs). The aim of each rule is to generate a buy signal when
a bull market is anticipated or a sell signal when a bear market is
expected. The better the rules, the higher the earnings from trading
stocks are. Every TI is a function of time-series values, whereas each
TR is a function of TI values and other independent parameters. A
TR function can produce buy, hold, or sell signals. For more detailed
information on TA, refer to [19].

2.4.2. Exponential smoothing, ES
Exponential smoothing is a technique that can be applied to time

series data, either to produce smoothed data for presentation, or to
make prediction. The time series data themselves are a sequence of
observations. Unlike the simple moving average that weights the
past observations equally; exponential smoothing assigns expo-
nentially decreasing weights over time.

The trading signal sometimes has the same direction (up or
down) with stock; this makes it unreasonable to choose the thresh-
old as 0.5 in the training phase. For overcoming this situation and
developing a dynamic threshold, this research applies the adap-
tive exponential smoothing method [32] to solve this problem.
Exponential smoothing had been used in many applications [33],
especially in forecasting model [34,35].

2.4.3. Piecewise Linear Representation, PLR
Our previous study [1] shows that stock trading signals can be

observed from variations in technical indexes or pattern matching.
However, these variations are not easy to observe for all investors,
and each trading time point appears and disappears quickly. There-
fore, this study attempts to develop an intelligent trading point
prediction system that investors can use to make a good trad-

ing strategy. Some recent studies applied PLR to pattern matching
[36,37]. This study takes a different approach using PLR to iden-
tify the trough and peak of historical data. Based on these trading
points, an Evolving Neural Network model is built to forecast the
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Fig. 1. Using PLR to generat

uture trading point of a specific stock. The main procedures of PLR
n predicting the trading point are described as follows:

PLR can be used as a sliding window to find the turning points
f financial time series data. This method determines the size of
he sliding window, and labels the relative maximum or minimum
ata points within the time window as the turning points. How-
ver, this may not be a very good approach, since the turning points
epend upon the size of the sliding window. If the window size is
ot properly set, the sub-segments generated by PLR may lead to
he wrong decision for future trading points. Therefore, this study
elects historical data for piecewise representation. The turning
oints decided in this approach are therefore more representative
f PLR and can be used to predict future trading points. Another key
actor to be decided is the threshold value of a piecewise represen-
ation, which will be explained in greater detail in the following
ection.

.4.3.1. Setup the segmentation threshold value (ı) of PLR. Larger
egmentation threshold value will create long trend patterns; on
he contrary, the patterns are very sensitive when the threshold
alue is very small. This research adopts genetic algorithms to fine-
une the threshold value (ı). Depending on the variation of each
tock in the historical data, the threshold value is set up within the
ange of [0.01,5.0].

.4.3.2. Trading point decision. PLR were developed for pattern
atching, the advantage of this approach is to find the local

xtrema. The contribution of this study is that it uses PLR out-
uts to generate possible trading points. Take the Apple stock as
n example. PLR will generate a segmentation diagram according
o the threshold value applied. The graphs in Fig. 1 show the original
ime series and the segmentation result in steps. These segments
re transformed later and regarded as trading signals to be used as
nput into the ANN for supervised learning. It is worthy to note that
ifferent threshold values for PLR will provide different segmenta-
ion results. A smaller threshold value represents a more detailed
egmentation thus it is more sensitive with stock variation. While
larger threshold value represents a coarse segmentation that is a

onger trend of the stock; therefore, this study uses different thresh-

ld values in PLR to study the variation of the proposed model and
elects the one that makes the most profit within these values.
n addition, Fig. 2 lists the pseudo codes of PLR used to generate
rading points.
ible trading points (Apple).

The quality of the trading points generated by PLR is determined
by the threshold value (ı). In the traditional application, a trading
signal is usually determined based on financial experts’ opinions.
The financial experts use technical analysis and economic situa-
tions to make a trading decision. If the trading signal is not properly
determined, the investor can make a mistake and lose money. How-
ever, this study links these trading decisions to the financial expert
of the threshold value (ı). In summary, this study applies GA to opti-
mize the threshold value of PLR, with the expectation of generating
better sub-segments and higher profits.

As discussed above, a considerable amount of research has been
conducted to study the behavior of stock price movements. How-
ever, investor are more interested in making profit by following
simple trading decision such as buy/hold/sell from the system
rather than predicting the stock price itself. Therefore, this study
develops an intelligent stock trading decision support system by
providing trading signals to investors based on stock price varia-
tions.

2.4.4. Neural networks
Traditional Artificial Neural Networks (ANNs) simulate the bio-

logical neural networks in human brains. ANNs area kind of
“learning algorithm”; that is, they can be trained to improve
their performance by either supervised or unsupervised learning.
A back-propagation network (BPN) is the most useful technique
in the supervised learning of Artificial Neural Networks (ANNs),
and therefore, this study chooses supervised learning, i.e., learned
by samples. After learning (or training), the trained weight can
be used to predict future occurrence. The BPN method has been
widely applied to many scientific and commercial fields for non-
linear analysis and prediction. However, some researchers, like Yao
[38] doubt the efficiency of traditional neural networks. The most
important reason for this doubt is that the learning algorithm is
strictly dependent on the shape of the error surface and the ini-
tial connection weights, so it means that Artificial Neural Network
cannot converge to the global optimum. These limitations make
Artificial Neural Networks inconsistent and unpredictable in dif-
ferent applications [39–42]. In this research, because the issues of
neural networks described above, we design a transform function
of trading signals and make it easier to be learned by neural net-

works. Furthermore, a dynamic threshold strategy is adopted to
discover good trading points from the output of neural networks.

Prediction of a financial market is rather challenging due
to chaos and uncertainty of the system. This study makes two
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ttempts to forecast the turning points of a stock movement: (1)
PLR approach is applied to generate possible historical turning

oints from historical stock price data for neural networks training
nd learning applications. (2) A modified neural network technique
s developed to train the system and to predict the future turning
oints of a stock price movement. In addition, in order to adapt to
he unexpected changes in the future trend of the stock, an expo-
ential smoothing based dynamic threshold model is developed to
roduce the bounds to be compared with ANN-predicted trading
ignals for triggering a buy or sell decision.

. Methodology

This research combines an Intelligent Piecewise Linear Rep-
esentation and Artificial Neural Network techniques to detect
nancial time series data trading signals. Piecewise Linear Rep-

esentation first selects turning points from the historical stock
rice database. Next, the PLR result is transformed to trading
ignals used in this research. Thirdly, the neural networks are
dopted to “learn” the relationship between technical indices and

a

Fig. 3. The flow chart of the p
de of the PLR.

trading signals. Finally, a dynamic threshold approach is applied to
determine the buy–sell signals in test period. The flow chart of this
model is shown in Fig. 3.

3.1. Stocks screening

A set of candidate stocks was selected based on the following
criteria: (1) capital size; (2) monthly sales; (3) earnings per shares
(EPS); (4) transaction volume per day; and (5) marginal accounts.
Based on these factors, this study selected six famous stocks for
testing, including three American stocks, Apple, Boeing Aerospace
(BA) and Verizon Communications (VZ) and three Taiwan stock
including AUO, EPISTAR and UMC.

3.2. Input variable selection
. Determine the best segmentation threshold of PLR by GA
An initial threshold is generated randomly for PLR in time series

data segmentation and then evolved by genetic algorithm to find
the best segmentation threshold value of PLR.

roposed methodology.

設定filter控制風險
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ig. 4. The PLR segments of stock price (solid line: stock price, dark dot line: down-
rend; dot line: up-trend).

. Use PLR to segment the stock data
PLR is used to segment the selected stock data using the

threshold generated in Step a. The stock data segmented will
be transformed into trading signals. The segmentation algorithm
uses a sliding window with a varying size. The sliding window
contains at most m points, beginning after the last identified end
point and ending right before the current point. If there are more
than m points between the last end point and the current point,
the sliding window contains only the last m points. The segmen-
tation tries to find a possible upper or lower point in the current
sliding window. Of course, different thresholds of PLR will pro-
duce different types of segmentations. As shown in Fig. 4, we use
the segmentation threshold of two to divide the data. After the
segmentation, the upper and lower extrema have to be converted
into trading signals.

. Transform PLR segments to trading signals
Traditionally, neural networks are adopted to classify positive

and negative data, as a binary classifier. However, for predicting
the turning points in time series, it is difficult to detect the higher
or lower extrema since the stock price’s movement varies up and
down randomly. Fig. 4 shows the raw data of stock price’s move-
ment. In addition, the up trend and down trend of the stock price
are shown using these dash lines. In this research, PLR is applied
to segment the data of stock price and the temporary extrema
are identified. Hence, the study adopts a transform function to
transform the PLR segments to the trading signals and the pseudo
code is provided in Fig. 5. Fig. 6 shows the transformed trading

signals from Fig. 4 and this study uses these trading signals
to train the neural networks. The basic assumption is that the
technical indexes are closely related to the trading signals and
the neural network is trained to capture this hidden knowledge

Fig. 5. The pseudo code for trading signal
Fig. 6. The trading signals generated from the output of PLR.

among them. In Fig. 6, the x-axis, i.e., length, means the number
of days of the stock in the up-trend or down-trend period and
the y-axis is the trading signal which ranges from 0.0 to 1.0. And
the decision of a “buy” or “sell” is based on the output of the neu-
ral network. When the output (trading signal) goes beyond the
dynamic threshold bounds determined by exponential smooth-
ing, the system will make a trading decision. Since the outputs
from the neural network are expected to fluctuate within a small
range. Thus, there are chances to make a false alarm, i.e., a bad
“buy” or “sell” decision if a fixed threshold value is employed. To
improve the performance, dynamic threshold bounds are needed
to react to this dynamic situation. Therefore, a dynamic trigger
threshold model is developed in this research which can dynam-
ically react to the outputs and provide a more accurate “buy” or
“sell” decision.

. Input variables selection using stepwise regression analysis (SRA)
Table 1 summarizes a set of technical indices affecting the stock

price movement, as identified in previous studies by Chang et al.
[1,43,44]. These input factors will be further selected using step-
wise regression analysis (SRA). The stepwise regression analysis
has been applied to determine the set of independent variables
that most closely affect the dependent variable. This is accom-
plished by repeating the variable selection process. The following
section explains the step-by-step procedure of the SRA approach:

Step 1. Calculate the correlation coefficient (r) of every input

variable (X1, X2, . . ., Xn), i.e., technical indices, and output data
(Y), i.e., trading signal. Store all numbers in a correlation matrix.

s generation from the PLR segment.
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Table 1
Technical indices used as input variables.

Technical index Technical index (input in our system) Explanation

Moving average (MA) 5MA, 6MA, 10MA, 20MA Moving averages are used to emphasize the direction of a trend and
smooth out price and volume fluctuations that can confuse
interpretation

Bias (BIAS) 5BIAS, 10BIAS The difference between the closing value and moving average line,
which uses the stock price nature of returning back to average price to
analyze the stock market

Relative strength index (RSI) 6RSI, 12RSI RSI compares the magnitude of recent gains to recent losses in an
attempt to determine overbought and oversold conditions of an asset

Nine days stochastic line (K, D) KD The stochastic line K and line D are used to determine the signals of
over-purchasing, over-selling, or deviation

Moving average convergence and
divergence (MACD)

9MACD MACD shows the difference between a fast and slow exponential
moving average (EMA) of closing prices. Fast means a short-period
average, and slow means a long period one

Williams %R (pronounced “percent R”) 12W%R Williams %R is usually plotted using negative values. For the purpose
of analysis and discussion, simply ignore the negative symbols. It is
best to wait for the security’s price to change direction before placing
your trades

Transaction volume Transaction volume Transaction volume is a basic yet very important element of market
timing strategy. Volume provides clues as to the intensity of a given
price move

,
%R,

e

f

Differences of technical index (�) �5MA, �6MA, �10MA, �5BIAS
�10BIAS, �6RSI, �12RSI, �12W
�9K, �9D, �9MACD

Step 2. Choose the largest number of square (r2) from the corre-
lation matrix (suppose that Xi is the largest one in the current
stage), and derive a regression model that is Ŷ = f (Xi); then
consider the correlation of Y with other input data. Assuming
Xj has statistical significance; ˛ value is applied to consider the
significance of each input variable.
Step 3. Calculate the partial F value from other input data, as
in Eq. (4), and choose the largest correlation coefficient among
these input variables (assume it is Xj). Then, derive another
regression model Ŷ = f (Xi, Xj) again.

SSR =
∑

(Ŷi − Ȳ)
2

(2)

SSE =
∑

(Ŷi − Yi)
2

(3)

F∗
j = MSR(Xj|Xi)

MSE(Xj, Xi)
= SSR/1(Xj|Xi)

SSE/(n − 2)(Xj, Xi)
, i ∈ I (4)

Step 4. Calculate the partial F value of the original data for input
variable Xj. If the value is smaller than the critical value asso-
ciated with a significance level, alpha, e.g. 0.1, remove it from
the model since Xj is not statistically significant for the output.
Step 5. Repeat step 3 to step 4. If every input variable’s partial
F value is greater than the critical value, then stop. It means
that every input value should have significant influences on
the output value. According to Refs. [1,43,44], if F value of a
specific variable is greater than the critical value, it is added
to the model as a significant factor. When F value of a specific
variable is smaller than the critical value, it is removed from
the model. The statistical software SPSS for Windows 10.0 is
applied for stepwise regression analysis in this research.

. Normalize the selected variables from SRA
Normalize the selected variables from SRA as follows:

Xi
′ = Xi − Xmin

Xmax − Xmin
(5)

. Normalized variables input to Evolving Neural Network for trad-
ing point prediction
The set of normalized variables and the transformed trading
signals (from c) are inputted into Evolving Neural Network for
training the connection weights. Once the model is trained, it
can be used to predict future trading points.
Differences of technical index between t day and t + 1 day

3.3. Optimization of segmentation threshold

During the optimization process, the segmentation threshold of
PLR is a parameter to be optimized since the value can be from 0.1
to 10.0 or higher. Genetic algorithms (GA) are applied to optimize
this threshold which is named as Intelligent PLR (IPLR). The fitness
value of GA is the maximum profit among the training period. The
IPLR is applied to find the optimal segmentation threshold for PLR.
The profit derived from this threshold will be the best and then
these trading points can be inputted into the neural network for
training.

3.4. Artificial Neural Network, ANN

The parameters of ANN, especially the hidden layer‘s neural
number, training rate, and initial random number seed, are always
problem-dependent. In experimental results, detail parameter set-
tings for the neural networks are provided and gradient method is
applied to calculate the connection weights of the neurons.

In general, a neural network is defined as follows:
Assume that each input factor in the input layer is denoted by

xj, yj and zk represent the output in the hidden layer and the output
layer, respectively. yj and zk can be expressed as follows:

yj = f (Xj) = f

(
w0j +

I∑
i=1

wijxi

)
(6)

and

zk = f (Yk) = f

⎛
⎝w0k +

J∑
j=1

wjkyj

⎞
⎠ (7)

where w0j and w0k are the bias weights, f is the activation function
used in both hidden and output layers, and Xj and Yk are the tem-
porarily computed results before applying the activation function.
This study selects a sigmoid function (or logistic function) as the
activation function. Therefore, the actual outputs y and z in the
j k
hidden and output layers, respectively, can also be written as:

yj = f (Xj) = 1
1 + e−Xj

(8)
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Table 2
An example of exponential smoothing.

Week Real value Predicted value with different ˛-values

0.1 0.2 0.3

8 102 85.00 85.00 85.00
9 110 86.70 88.40 90.10
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Fig. 7. The trading signals with upper–lower bound dynamic threshold.
10 90 89.03 95.72 96.07
11 105 89.13 92.18 94.25
12 95 90.72 94.74 97.48

nd

k = f (Yk) = 1
1 + e−Yk

(9)

The activation function f introduces the non-linear effect to the
etwork, and maps the computational results to a domain [0,1].
he derivative of the sigmoid function in Eqs. (10) and (11) can be
asily derived as:

′ = f (1 − f ) (10)

The error function is defined as:

= 1
2

K∑
k=1

e2
k = 1

2

K∑
k=1

(tk − zk)2 (11)

here tk is a known network output (or desired output or target
alue) and ek is the error in each output node. The goal is to mini-
ize E so that the weight in each link is accordingly adjusted and

he final output can match the desired output.

.5. Dynamic threshold bounds

In our previous research [1], the triggering threshold was fixed
nd calculated by the test time period. Our previous research veri-
ed that trading signals indeed could be found in the model (neural
etworks) but the model could not be used in practical prob-

ems. Therefore, this study develops a dynamic triggering threshold
pproach and tries to decide the turning points in response to daily
hanging situations. In this research, the exponential smoothing
ES) method is adopted to calculate the threshold for triggering
rading time points.

Exponential smoothing is one of the commonly used approaches
n time series analysis and forecasting. The study adopts exponen-
ial smoothing to forecast the threshold for triggering trading time
oints in each day. As shown in Table 2, ES used the historical data
nd a smoothing factor, ˛, to compute the predicted value.

The general formula of exponential smoothing is as follow:

t = Ft−1 + ˛(At−1 − Ft−1) = ˛At−1 + (1 − ˛)Ft−1 (12)

n Eq. (12), Ft is the predicted value at time t, while At−1 and Ft−1
epresent the actual and the predicted value, respectively, at time
− 1. ˛ is the parameter to adjust the weights between real value
nd predicted value and make the forecasting more reliable.

Taking one of the data as an example, the predicted value of 10th
eek can be calculated as below:

10 = F9 + ˛(A9 − F9)

= 0.1 F10 = 86.7 + 0.1(110 − 86.7) = 89.03

= 0.2 F10 = 88.4 + 0.2(110 − 88.4) = 92.72
= 0.3 F10 = 90.1 + 0.3(110 − 90.1) = 96.07

n this research, the higher ˛ value does not mean the higher predic-
ion accuracy, the ˛-value should be determined by experiments.
Fig. 8. The buy (triangle) and sell (square) points in stock price.

The idea of ES in this research is using historical data to dynamically
predict the threshold. In general, we define the formula of ˛ by Eq.
(13).

˛ = 2
AP + 1

(13)

AP means Alpha’s parameter, which represents the number of days
that ES is used. In this study, the value of AP is five trading days (a
week), therefore ˛-value is set as

˛ = 2
5 + 1

= 0.3333

As shown in Figs. 7 and 8, the results from ES alone can decide the
trading points during the training or testing period. However, in
consideration of the variation of neural networks’ output, this study
uses upper and lower bounds to avoid picking up excessive turning
points and to derive more accurate trading points. In this research,
the bounds are 10–30% of the original threshold predicted by ES,
and the exact bounds are adjusted depending upon the variations of
stock. In addition, during the test period, the first trading decision
may be “buy” or “sell”. The basic assumption in this research is that
we have to “buy” then “sell” a stock. It is not allowed to “sell” first
then “buy” a stock as an option. Therefore, if the first signal is “sell”,
it will be ignored and the system makes no decision at that time
period. The formula for calculating upper bound and lower bound
is shown as Eq. (14).{

upper bound = esi × (1 + bound)
lower bound = esi × (1 − bound)

,

for es is ith exponential smoothing output (14)
i

the value of bound is from 10% to 30% of the dynamic threshold
predicted by ES.
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Fig. 11. Verizon Communications (VZ) stock price and trend line.
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Fig. 12. AUO stock price and trend line.
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Fig. 9. Apple stock price and trend line.

.6. Estimate the earning

The earning of each stock traded within these testing periods
s calculated based on an initial investment of US 100,000 dollars
nd typical transaction costs in the current stock exchange market.
inally, the net profit is computed.

. Numerical examples

In this section, six different stocks are selected for testing the
erformance of the proposed dynamic threshold model. The six
tocks include three stocks from the US and three stocks from
aiwan. In American stocks, the training data will be based on
he data from 2008/01/02 to 2008/12/30 while the test data starts
rom 2009/1/2 to 2009/6/30. In those stocks one has an up-trend in
he test period (Apple), one is flat (Boeing Aerospace) and another
as a down-trend (Verizon Communications). For each Taiwan
tock, the training period starts from 2006/1/2 to 2008/10/14
nd the test period is from 2008/10/15 to 2009/4/9. The stocks
nclude AU Optronics Corp. (AUO), EPISTAR and United Microelec-
ronics Corporation (UMC). The length of America stocks is one
ear, which is shorter than the Taiwan stocks, because of stabil-
ty and the transaction volume is large enough. Using a longer
eriod to train a powerful supervised learning tool may cause the
odel to become unstable and “remember” some older informa-

ion in the past period. On the other hand for Taiwan stocks, based
n our experiments, three years data are necessary to properly
rain the model. For fair comparison, the test period is limited
o half year in all stocks. In the following, these stocks with dif-
erent fluctuation patterns are shown in Figs. 9–14. All datasets

xcept for EPISTAR could be downloaded from Yahoo!Finance
http://finance.yahoo.com) and EPISTAR can be found in the Taiwan
conomic Journal (http://www.tej.com.tw/twsite/). The experi-
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Fig. 10. Boeing Aerospace (BA) stock price and trend line.
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Fig. 13. EPISTAR stock price and trend line.

mental results show that regardless the trend of stock, our proposed

model can determine the suitable trading points (buy/sell) and
make a profit even when the stock price in the test period is quite
different from those in the training period.
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Fig. 14. UMC stock price and trend line.
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Table 3
The parameter setup for ENN by DOE (Design of Experiments).

Parameter Best

# of neuron in hidden layer 7
Transfer function Sigmoid
Learning rule Least Mean Square (LMS)
# of learning epoches 1000

Table 4
Input variables for different segmentation threshold values by SRA for PLR.

Initial threshold (ı) Selected factors Profits

2 5BIAS 53,432.1
3 9MACD, �5BIAS 55,653.1
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financial environment and any event suddenly occurs in any coun-
try will affect the financial market abruptly owing to the closely
related global economic situation. Therefore, a dynamic threshold
based strategy will improve our system, making it more accurate

(a) 

(b) 

25.0 

30.0 

35.0 

40.0 

45.0 

50.0 

55.0 

2009/1/5 2009/2/14 2009/3/26 2009/5/5 2009/6/14

P
ri

ce
 (

C
ur

re
nc

y 
in

 U
SD

)

BA Price Sell Buy

0.0 

0.2 

0.4 

0.6 

0.8 

1.0 

1.2 
BA
4 �5BIAS, �9K, �9MACD 61,280.3
5 12W%R, �5BIAS, �6MA 56,276.2
6 5BIAS 53,720.7

.1. Input variables and parameter settings of ANN

The parameter setting of ANN including the number of neurons
n the hidden layer, transfer function, learning rule, etc., are deter-

ined based on a DOE (Design of Experiments). These parameters
re very important since they will affect the system performance if
hey are not properly adjusted. The final set up of the parameters
or ANN is listed in Table 3 after the DOE experimental tests.

For the Apple stock, the best segmentation threshold value is
.0 with the maximum profit. The formula of profit calculation is

isted in Eq. (15) and the input variables selected are �5BIAS, �9K,
9MACD, as shown in Table 4. These input variables are applied to

he IPLR procedure and they will not be changed at all throughout
he whole forecasting process.

rofit =
n∏

i=1

{[
(1 − a − b) · Si − (1 + a) · Bi

(1 + a) · Bi

]
+ 1
}

· C (15)

here a is the tax, b is the transition fee and n means the number
f buy/sell decisions. Si is the sell price; Bi is the buy price while C
s the invested capital.

.2. The comparisons of different prediction models

After setting up the parameters of the experiments, we com-
ared the proposed dynamic threshold based neural networks
ethod with three existing methods. These three different algo-

ithms to be compared are the Random walk strategy [45], Mallick
t al. [46], and the PLR-BPN approach in our previous research
1]. Through a series of experimental tests, we can find that the
roposed model consistently generates the highest profit among
thers. The overall comparisons of these four different models on
hese six different stocks in terms of rate of return are shown in
able 5. To compare with other methods, Table 5 shows the rate
f return of each method instead of profit instead. The formulation
f rate of return is listed in Eq. (16) and C is defined as in Eq. (15).
or verifying the performance of this study visually, trading points
enerated by the proposed model for these six stocks are shown in
igs. 15–20. We also take the transaction cost into consideration,
.e., 40 US dollars per transaction.

ate of return =
[

profit − C

C

]
× 100% (16)

.3. Discussions
In our previous research [1], a fixed training pattern was applied.
hough significant profits were obtained, generally a fixed training
attern is not so convincing because historical data may or may
Fig. 15. (a) The forecast trading points of Apple (an up-trend stock) and (b) the
dynamic threshold model that generate the decisions.

not be able to reflect the current financial market tendencies. Espe-
cially, we are living in a highly dynamic and integrated international
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Fig. 16. (a) The forecast trading points of BA (a steady-trend stock) and (b) the
dynamic threshold model that generates the decisions.
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Fig. 17. (a) The forecast trading points of VZ (a down-trend stock) and (b) the
dynamic threshold model that generates the decisions.
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Fig. 18. (a) The forecast trading points of AUO and (b) the dynamic threshold model
that generates the decisions.
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Fig. 19. (a) The forecast trading points of EPISTAR and (b) the dynamic threshold
model that generates the decisions.
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Fig. 20. (a) The forecast trading points of UMC and (b) the dynamic threshold model
that generates the decisions.
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Table 5
The overall comparisons of this research and others researches in rate of return.

Stocks Random walk strategy [45] Mallick et al. [46] PLR [1] This research

Rate of return (%) Trading times Rate of return (%) Trading times Rate of return (%) Trading times Rate of return (%) Trading times

Apple 8.02 2 10.20 10 12.97 23 61.28 13
BA −20.42 2 15.38 14 17.50 20 38.03 11
VZ 13.42 4 12.94 8 27.72 11 15.36 4

a
i
t

5

t
m
s
o
d
h
(
t
w
t
d
i
f
o
t
m
p
p
f
n
f

1

2

R

[

[

[

[

[

[

[

[

[

[
[

[

[

[

[

[

[

AUO 15.72 2 13.02 6
EPISTAR 9.67 4 15.44 12
UMC 3.37 2 5.41 6

nd flexible for adapting to the volatile stock environment. That
s why the proposed system shows better profit-making capability
han the IPLR alone.

. Conclusions

A considerable amount of research has been conducted to study
he behavior of stock price movement. However, the investor is

ore interesting in making profit. Hence, a useful decision support
ystem shall provide simple trading decisions such as buy/hold/sell
ther than predicting the stock price itself. Therefore, we take a
ifferent approach by applying a GA-tuned PLR to decompose the
istorical data into different segments. As a result, turning points
trough or peak) of the historical stock data can be detected and
hen serve as input into the neural network to train the connection
eights of the model. Then, a new set of input data can be entered

he model to make a prediction of the trading signal by the NN. A
ynamic threshold method that is based on exponential smoothing

s then applied to determine whether the trading signals outputted
rom the NN shall trigger a sell or buy decision or not with the
bjective to increase the profitability of the model. The experimen-
al results show that the dynamic threshold based approach can

ake significant amount of profit consistently. In summary, the
roposed system is very effective in predicting the future trading
oints of a specific stock. In the future, the proposed system can be
urther investigated by incorporating other soft computing tech-
iques or using a better forecasting model other than NN. These

uture potential topics are listed as follows:

. Clustering of financial time series data: data preprocessing is one
of the features that can be applied in financial time series data
processing. Effective clustering of time series data can further
improve the forecasting accuracy of the forecasting system. But
how these data to be clustered and what input factors are needed
are interesting issues to be further investigated? The review by
Liao [47] could be useful here.

. Employing a different forecasting model: there are numerous
forecasting models other than BPN model existing in the aca-
demic area. It is important to study the behavior of these models
when applied in the prediction of the stock’s trading points. Dif-
ferent input factors and different forecasting models such as SVM
(support vector machine), FNN (fuzzy neural network) and CBR
(case-based reasoning) are possible candidates for improving the
accuracy of the proposed model.
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