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1. Introduction


Fault-tolerant systems aim at providing continuous operation in the presence of faults.  Network fault-tolerance has been defined as the maximum number of elements that can fail without inducing a possible disconnection in the network.


Design of fault-tolerant interconnection networks: 


dynamic and static





3. Statement of the Problem


What is the maximum number of simultaneous faults tolerated by the routing function?


	Connectivity


	Deadlock-free





4. Informal Description


If R1 is connected and free of cyclic dependencies between channels, then the routing function R is deadlock-free.  If all the channels that are not used by R1 fail, R is still connected and deadlock-free.  Therefore, all the channels that are not used by R1 are redundant. 





How many simultaneous faults are allowed?


How many channels can be simultaneously removed?


As long as at least one of the channel subsets Ci keeps all of its elements, we will be able to guarantee that the routing function R is connected and deadlock-free.  The maximum number of simultaneous faults that are allowed in the worst case will be defined as the redundancy level of the network.








5. Deadlock-Free Adaptive Routing


Theorem 1.	A coherent, connected, and adaptive routing function R for an interconnection network I is deadlock-free iff there exists a routing subfunction R1 that is connected and has no cycles in its extended channel dependency graph DE.





6. Channel Redundancy


6.1 Assumptions


Nodes are reliable.  Only channel faults are considered.  These faults can always be detected.


When a channel fails, it is marked as faulty at its source node.  If there is a message in transit, the flits that have not crossed the channel yet are discarded to eliminate deadlocks induced by dynamic faults(faults that may appear tat any time).


The routing function is not modified when one or more channels fail.


The selection function will not select any faulty channel.  When all the channels supplied by the routing function are faulty, the message is discarded and removed from the network.





6.2 Definitions and Theorems


Theorem 2.	Given an interconnection network I, a routing function R, and a channel subset C1 ( C, all the channels belonging to C � C1 are redundant if there exists a routing subfunction R1 that only supplies channels belonging to C1 and R1 is connected and it has no cycles in its extended channel dependency graph DE.


Theorem 2 does not give a necessary condition.


Even if all the channels belonging to a given subset are redundant, it does not mean that all of them can be removed simultaneously without affecting connectivity or deadlock-freedom.  It means that those channels can be removed one at a time.





7. Network Redundancy


Theorem 3. 	A coherent routing function R for an interconnection network I has a redundancy level equal to r iff there exist k > r minimally connected routing subfunctions R1, R2, �, Rk, and these are the only such routing subfunctions that have no cycles in their corresponding extended channel dependency graphs, and there exists a subset of r + 1 channels Cm ( C such that it is the smallest subset of C satisfying that 


					( i ( {1, 2, �, k}, Cm ( Ci ( (


where Ci = ((x,y(NRi(x,y) is the set of channels supplied by the routing subfunction Ri.
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8. Networks with Virtual Channels


We assume that the number of virtual channels per physical channel is the same for all the physical channels


Theorem 4. and Theorem 5.





9. Node Faults


In previous sections, we only considered channel faults.  The assumption given in Section 6.1 are also valid.  Some additional assumptions are required:


Nodes and/or channels may fail. Faults can always be detected.


When a node fails, all its input channels are marked as faulty at their source nodes.  Thus, taking into account assumption 4 for channel faults, messages destined for faulty nodes are always discarded if the routing function is livelock-free.





10. Design Methodology


Analyzing the redundancy level of a fault-tolerant routing algorithm requires finding all the routing subfunctions that satisfy some properties.  This problem is conjectured to be NP-complete.





11. Design Example
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DELWL: Double East-Last West-Last


Theorem 6.	The DELWL routing algorithm for n-dimensional meshes has a redundancy level equal to n�1.





12. Colclusions
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