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Abstract

In this paper, we address four different communication problems in Boolean n-cube configured multiprocessors: 

1. Introduction

In this paper, we investigate broadcasting and personalized communication on Boolean n-cube configured ensemble architectures. We define scheduling disciplines for the four different communications as follows: 1) one-to-all broadcasting: distribution of common data from a single source to all other nodes; 2) one-to-all personalized communication: a single node sending unique data to all other nodes; 3) all-to-all broadcasting: distribution of common data from each nodes to all other nodes; and 4) all-to-all personalized communication: each nodes sending a unique data piece of information to every other node. We show that for communication restricted to one port at a time, our spanning binomial tree scheduling results in communication times within a factor of two of the best known lower bounds for communications 2, 3, and 4.

2. Spanning Graphs

A. Tree Spanning Trees

1) A Hamiltonian Path: A Hamiltonian path H originating at node 0 is defined by traversing the nodes of the Boolean cube in a binary-reflected Gray code order with starting address equal to 0.

2) A Spanning Binomial Tree: A 0-level binomial tree has one node. An n-level binomial tree is constructed out of two (n - 1)-level binomial trees by adding one edge between the roots of the two trees and by making either root the new root.

3) A Spanning Balanced n-Tree and a Spanning Balanced Graph: In the spanning balanced n-tree, the node set is divided into n sets of nodes with approximately an equal number of nodes. Each such a set forms a subtree of the source node. The max number of elements that needs to traverse any edge directed away from the source node is minimized for personalized communication.

B. Spanning Graphs Composed of n Spanning Trees

1) n Rotated Hamiltonian Paths:

Def: The graph GnRH(s) = Tr(s, GnRH(0)), and GnRH(0) = Ud(D Rod(TH(0)).

The paths generated through n distinct rotations of the GH(s) path are not edge-disjoint, for every graph GnRH(0) for n > 3.

2) n Rotated Spanning Binomial Trees:

Def: The graph GnRSBT(s) = Tr(s, GnRSBT(0)), and GnRSBT(0) = Ud(D Rod(TSBT(0)).

For instance, node (011001) has an incoming cube edge in dimension 0 with weight 1/2, an incoming edge in dimension 3 weighted 1/6, and an incoming edge in dimension 4 weighted 1/3.

3) n Edge-Disjoint Spanning Binomial Trees:

The nESBT graph is composed of n SBT’s with one tree rooted at each of the nodes adjacent to the source node. The SBT’s are rotated such that the source node of the nESBT graph is in the smallest subtree of each SBT. The nESBT graph is then obtained by reversing the edges from the roots of the SBT’s to the source node.

3. Experimental Results

For one-to-all broadcasting the communication time increases almost linearly for external packet sizes below 1kbyte, Fig. 14, 15 show the measured time of the SBT and nESBT communication for an external packet sizes of 1kbytes and for cube dimensions ranging from 2 to 6. As predicted, measure speedup is approximately n.

For one-to-all personalized communication based on SBT routing we schedule port communications in a binary-reflected Gray code order to take advantage of the partial overlap in communication on different ports.

For all-to-all broadcasting the execution times are expected to be of the same order for all forms of all-to-all broadcasting on the Intel iPSC with B = M. the results of implementing the SBT, SBG, and two H routings are shown in Fig. 17.

4. Summary And Conclusion

We have presented three new communication graphs for Boolean cubes and defined scheduling disciplines for 1) one-to-all broadcasting; 2) one-to-all personalized communication; 3) all-to-all broadcasting; and 4) all-to-all personalized communication, so that the communication tasks are completes within a small constant factor of the best known lower bounds. For each case we considered two communication models, and we can known the packet size is very important for the communication complexity.
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