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Abstract

In this paper, we present that a tree machine can
be embedded into incomplete hypercube with
expansion 1, load 1, dilation 2 and congestion 2. This
result is better than the expansion
(2h+1+2h)/(2h+1+2h-2) in [14]. Then we consider how
to embed a large tree machine into a hypercube for
considering load-balance. We have shown that a tree
machine TMh (h1) can be embedded into a
hypercube Hh+1 with dilation 1, congestion 2 and
load 2, and a tree machine TMh can be embedded
into Hn (hn1) with dilaton 1, congestion 3 and
load 2h-n+1+2h-n. The load of these embeddings is well
balanced.

1 Introduction

The hypercubes [1, 2] is one of the most popular
architectures for a variety of parallel computations.
The architectural features are its low diameter, rich
bandwidth, regular structure, easy routing, fault
tolerance [3, 4] and, more importantly, many
computational structures can be simulated by the
hypercubes with only small constant factor
slowdown, such as array, binary tree and mesh of
trees [5].

One restriction of the hypercube topology is that
its size has to be an integer power of two. Hence, two
consecutive dimensional hypercubes leave a large
gap. To overcome this restriction, incomplete
hypercubes provide more flexibility in the size [6].
An incomplete hypercube can be obtained from a
complete hypercube where some nodes/links fail.
Extensive study on the incomplete hypercube has
been studied in [7-9].

The tree machine can permit efficient algorithms
for searching problems [10, 11] and for graph
problems [12]. Efe [13] has shown that a tree
machine of dimension h is a subgraph in an
(h+2)-dimensional hypercube. Öhring and Das [14]
have described how to embed a tree machine of
dimension h into an incomplete hypercube which
comprises an (h+1)-dimensional hypercube and an
h-dimensional hypercube with load 1, dilation 2 and
congestion 2.

The purpose of this paper is to present how to
embed a tree machine into an incomplete hypercube
and a hypercube. First, we discuss how to embed a
tree machine into an incomplete hypercube with load
1, dilation 2, congestion 2 and expansion 1, then
discuss how to embed a large tree machine into a
hypercube with optimal load.

The remaining sections are organized as follows.
Section 2 gives the notations and definitions of this
paper. In Section 3, we present how to embed a tree
machine into an incomplete hypercube with the same
node size (expansion 1). In Section 4, we present
how to embed a large tree machine into a hypercube.
Finally, the conclusion is given in Section 5.

2 Preliminaries

We let Hn denote the n-dimensional hypercube
which has 2n nodes. These nodes of Hn are labeled {0,
1, 2, …, 2n-1} as binary number. Let (1*

n-1) denote a
sub-hypercube with the most significant bit labeled 1,
where * is a don’t care symbol assuming 0 or 1. 
There is an edge between two nodes in the hypercube
if and only if their binary numbers differ by a single
bit. The Hamming distance between two nodes is
defined as the number of their different bits. To
conveniently describe the embedding, we use two
colors, black and white, to correspond to the binary
number of each node in Hn. If a node has even
number of 1’s, we color it black. Otherwise we color 
the node white. Since the hypercube has a perfect
matching, Hn has 2n-1 black nodes and 2n-1 white
nodes. Figure 1 depicts the four-dimensional
hypercube, H4. However, the size of the hypercube
has to be a power of 2, whereas it is more interesting
to design an architecture with an arbitrary number of
nodes.

A complete hypercube can be come incomplete if
it misses some certain nodes [6-9]. Let IH(n1, n2, …, 
ni) denote the incomplete hypercube comprising i
complete hypercubes: Hn1, Hn2, …, Hnj, …, Hni,
nj>ni0, which can be obtained by deleting the
largest 2n1-(2n2+…+2ni) nodes (in binary
representation) and their neighboring edges from an
(n1+1)-dimensional hypercube. For example, Figure
2 depicts IH(3, 2, 1).
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A double-rooted complete binary tree of height h,
denoted by DTh, is a complete binary tree of height h
with the root replaced by a path of length two [5]. We
denote leaf nodes of left-subtree of the roots of DTh

as {x1, x2, …, x2h-1} from left to right, likewise, we
denote leaf nodes of right-subtree of the roots of DTh

as {y1, y2, …, y2h-1} from left to right. For example,
Figure 3 depicts DT3. A tree machine of dimension h,
TMh, is the graph comprising two complete binary
trees of height h, connected back to back to share the
leaf nodes, The total number of TMh is 2h+1+2h-2
nodes. For example, Figure 4 depicts TM3.

The cost of an embedding of a guest graph into a
host graph is measured in terms of dilation,
congestion, load and expansion [15]. The dilation of
an edge of the guest graph is the length of embedded

path of the host graph, and the dilation of an
embedding is the maximum dilation over all edges of
the guest graph. The congestion of an edge of the
host graph is the number of edges of the guest graph
that are embedded using the same edge of the host
graph, and the congestion of an embedding is the
maximum congestion over all edges of the host
graph. The load of a node of the host graph is the
number of nodes of the guest graph that are
embedded into the same node of the host graph, and
the load of an embedding is the maximum load over
all nodes of the host graph. The expansion of an
embedding is the ratio of the number of nodes of the
host graph to the number of nodes of the guest graph.
Hence, we need to consider the tradeoff among
dilation, congestion, load and expansion of an
embedding.
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Figure 1. H4.
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Figure 2. IH(3, 2, 1).
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Figure 3. DT3.
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Figure 4. TM3.

3 Embedding of Tree Machines into
Incomplete Hypercubes with
Expansion 1

Öhring and Das [14] have shown that TMh can be
embedded into IH(h+1, h) with load 1, dilation 2 and
congestion 2, and TMh is not a subgraph of IH(h+1,
h). In this section, we discuss how to embed a tree
machine into an incomplete hypercube with the same
node size (expansion 1), considering the dilation and
congestion when doing the embedding. For the
embedding, we need the following lemma.

Lemma 1. In IH(h+1, h), all nodes of Hh are placed
on the outer level and all nodes of Hh+1 are placed on
the inner level. Each node of the outer level can link
to two son nodes on the inner level with dilation 2
and congestion 2

Proof. We use h+2 bits to label each node of IH(h+1,
h). IH(h+1, h) can be partitioned into three

sub-hypercube Hh’s by the leftmost two bits of the 
incomplete hypercube, and the binary numbers of the
leftmost two bits of the three sub-hypercubes
correspond to 00, 01 and 10 (see Figure 5).

We place all nodes labeled 10*
h on the outer

(upper) level and all nodes labeled 0*
h+1 on the inner

(lower) level. Each node labeled 10*
h has an edge

with dilation 1 to link to one node labeled 00*
h and

an edge with dilation 2 to link to one node labeled
01*

h. The congestion of edges between
sub-hypercube 00 and 10 are 2. Therefore. The
lemma is proved. □

One example is shown as follows.

Example 1. All the nodes of H2 are placed on the
outer level and all the nodes of H3 are placed on the
inner level in IH(3, 2). Each node of the outer level
can link to two son nodes on the inner level with
dilation 2 and congestion 2 (see Figure 6).

Hh

Hh

H h

h00* h10*

h01*

Figure 5. IH(h+1, h) is partitioned into three sub-hypercube Hh’s by the leftmost two bits 
of the incomplete hypercube.
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Figure 6. All nodes of H2 and H3 are placed on the outer level and the inner level, respectively. The
dilation of edges (1, b), (2, d), (3, f) and (4, h) are 2 between the outer level and the inner level. The
congestion of edges (1, a), (2, c), (3, e) and (4, g) are 2 in IH(3, 2).

Theorem 1. The tree machine TMh (h1) can be
embedded into the incomplete hypercube IH(h+1,
h-1, h-2, …, 3, 2, 1) with load 1, dilation 2,
congestion 2, and expansion 1.

Proof. First, H1 is partitioned into two H0’s, and the 
nodes on levels 0 and 2h of TMh are embedded into
the two H0’s, respectively. Next, we partitioned Hi+1

into two sub-hypercubes Hi’s by linking respectively 
to the two sub-hypercubes Hi-1’s of Hi, and the nodes
on levels i and 2h-i of TMh are embedded into the
two sub-hypercubes Hi’s, respectively, 1ih-1.
Hence, the nodes between 0 and h-1, and between
levels 2h and h+1 of TMh can be embedded into IH(h,
h-1, h-2, …, 3, 2, 1) with dilation 2 and congestion 2
by Lemma 1. Here, Hh+1 is partitioned into two Hh’s 
and one of them, called front Hh, is used to embed the
nodes on levels h-1 and h+1 of TMh.

We use a similar method to embed the nodes on
level h of TMh as follows. The nodes on level h of
TMh are embedded into the other Hh, called back Hh,
The back Hh is partitioned into two Hh-1’s by linking 
respectively to the two sub-hypercubes Hh-1’s of front 
Hh, then the links between levels h-1 and h as well as
between levels h+1 and h of TMh are as the same as
Lemma 1, but the congestion of edges between two
sub-hypercubes Hh-1’s of back Hh are 2. Therefore,
TMh is embedded into IH(h+1, h-1, h-2, …, 3, 2, 1) 
with load 1, dilation 2, congestion 2 and expansion 1.

□

One example is shown as follows.

Example 2. The tree machine TM2 can be embedded

into IH(3, 1) with load 1, dilation 2, congestion 2 and
expansion 1 (see Figure 7).

4 Embedding of Large Tree Machines
into Hypercubes

Efe [13] has shown that TMh-1 is a subgraph of
Hh+1. In this section, we discuss how to embed a large
tree machine into a hypercube, considering the load,
dilation and congestion while doing the embedding.
First, we embed TMh into Hh+1, and a lemma is thus
required as follows.

Lemma 2. Embedding DTh (h1) into Hh+1, each leaf
node xi (1i2h-1) of DTh has an edge to link to a leaf
node yi of DTh in Hh+1.

Proof. We prove the lemma by induction on h.

Hypothesis: Embedding DTh-1 into Hh, each leaf
node xi (1i2h-2) of DTh-1 has an edge to link to a
leaf node yi of DTh-1 in Hh.

Basis step: When h=1 and 2, it is trivial. Figure 8
depicts the links of embedding DT2 into H3.

Induction step: We partition Hh+1 into two Hh’s by 
the most significant bit, and embed DTh-1 into Hh as
the hypothesis above describe. We can merge two
DTh-1’s to DTh as shown in Figure 9. The links
between xi (1i2h-1) and yi of DTh are the same as
the hypothesis since leaf nodes of two DTh-1’s are 
also leaf nodes of DTh after merging. Therefore, the
lemma is proved. □
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Figure 7. Dilation of edges (1, 3), (a, c), (2, e), (3, g), (b, d) and (c, f) is 2 in TM2. Congestion of
edges (1, 2), (a, b), (b, e), (c, g), (2, d), (3, f), (e, d) and (g, f) is 2 in IH(3, 1).
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Figure 8. Leaf nodes x1 and x2 have edges to link respectively to y1 and y2 in H3.

Now, we show how to embed TMh into Hh+1.

Theorem 2. A tree machine TMh (h1) can be
embedded into Hh+1 with dilation 1, congestion 2 and
load 2.

Proof. Since DTh can be embedded into Hh+1, we let
two nodes on level 1 of DTh embed respectively into
the nodes on levels 0 and 2h of TMh. Hence, the
nodes between levels 0 and h-1 of TMh are embedded
into the left-subtree of the roots of DTh. Likewise, the
nodes between levels 2h and h+1 of TMh are
embedded into the right-subtree of the roots of DTh

(see Figure 10). Now, we discuss how to embed the
nodes on level h of TMh into Hh+1.

For two son nodes (on level h) of each node on
level h-1 of TMh, we embed one son node into its
upper parent node (on level h-1) and embed the other
son node into its lower parent node (on level h+1).
The upper parent node has an edge to link to the
lower parent node by Lemma 2. Hence, the dilation
of two edges linking the node on level h-1 and its
two son nodes on level h are respectively 0 and 1.
Similarly, the dilation of two edges linking the node
on level h+1 and its two son nodes on level h are
respectively 0 and 1. The congestion of the edges
between leaf xi (1i2h-1) and yi of DTh are 2 in Hh+1.
The load of leaf nodes of DTh are 2 in Hh+1.
Therefore, TMh is embedded into Hh+1 with dilation 1,
congestion 2 and load 2. □

Proc. of the 19th Workshop on Combinatorial
   Mathematics and Computation Theory

104



*101 h-2 *100 h-2 *000 h-2 *010 h-2

h-2*110 *001 h-2

h-1

Figure 9. Construction of DTh from two DTh-1’s. The added edges are shown in solid lines. 
Nodes 000*

h-2 and 100*
h-2 are the double roots of DTh.

TM h

DTh

Figure 10. Embedding of TMh into the DTh contained in Hh+1.

A tree machine TMh with 2h+1+2h-2 nodes is
embedded into Hh+1 and this embedding of Theorem
2 is load-balanceable. Next, we show how to embed
TMh into Hn (hn). First, we need three lemmas as
follows.

Lemma 3. DTh-1 (h1) can be embedded into Hh and
each leaf node of DTh-1 has an edge to link to a
certain internal node of DTh-1 [16].

Next lemma shows how to embed a double-rooted
complete binary tree of height h, DTh, into Hh with
load-balance.

Lemma 4. DTh (h1) can be embedded into Hh with
dilation 1, load 2 and congestion 2.

Proof. First, we embed DTh-1 into Hh, then we
consider how to embed 2h leaf nodes of DTh into Hh

as follows. Each leaf node of DTh has to be
embedded into different node in Hh to load-balance.
There are half leaf nodes of DTh to be embedded into
their parent nodes (leaf nodes of DTh-1) and
remaining leaf nodes of DTh are embedded to internal
nodes of DTh-1 (see Figure 11). There is no dilation
and congestion between half leaf nodes of DTh and

their parent nodes since these leaf nodes are
embedded into their parent nodes. The dilation of the
edges between remaining leaf nodes (embedded into
internal nodes of DTh-1) of DTh and their parent nodes
are 1 by Lemma 3. Hence, the load is 2 and the
dilation is 1 for such embedding DTh into Hh.

There are 2h-2 leaf nodes of DTh being embedded
into the internal nodes on level h-2 of DTh-1 for
embedding 2h leaf nodes of DTh into Hh. These leaf
nodes link to their parent nodes (on level h-1) to use
the same edges as embedding DTh-1, and the
congestion of half edges between levels h-1 and h-2
of DTh-1 are 2 in Hh. Therefore, DTh can be embedded
into Hh with dilation 1, load 2 and congestion 2.

□

By Lemma 4, we show how to embed DTh into Hh

with load-balance. Next lemma describes the links
between leaf nodes xi and yi (1i2h-1) of DTh for
embedding DTh into Hh.

Lemma 5. Embedding DTh into Hh, leaf node xi

(1i2h-1) is embedded into node Xi of Hh, and leaf
node yi is embedded into node Yi of Hh. There is an
edge to link node Xi and Yi, and this edge is unused
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for embedding the edges between levels h-1 and h-2
of DTh into Hh.

Proof. We prove the lemma by induction on h.

Hypothesis: Embedding DTh-1 into Hh-1, leaf node xi

(1i2h-2) is embedded into node Xi of Hh-1, and leaf
node yi is embedded into node Yi of Hh-1. There is an
edge to link node Xi and Yi, and this edge is unused
for embedding the edges between levels h-2 and h-3
of DTh-1 into Hh-1.

Basis step: When h=1 and 2, it is trivial. DT3 is
embedded into H3 as shown in Figure 12. The figure
describes the links between leaf nodes x1, x2, x3, x4

and y1, y2, y3, y4.

Induction step: We partition Hh into two Hh-1’s by 
the most significant bit. By hypothesis, leaf node xi

(1i2h-2) of DTh-1 is embedded into node Xi of Hh-1,
and leaf node yi of DTh-1 is embedded into node Yi of
Hh-1. There is an edge to link Xi and Yi, and this edge
is unused for embedding the edges between levels
h-2 and h-3 of DTh-1 into Hh-1. Hence, we can merge

two DTh-1’s into DTh as shown in Figure 13. The
links between xi (1i2h-1) and yi of DTh are the same
as the hypothesis since the three added edges in
Figure 13 are extra edges that do not affect the links
in the hypothesis. Therefore, the edge between levels
h-2 and h-3 of both DTh-1’s become to the edges 
between levels h-1 and h-2 of DTh, and the lemma is
proved. □

Theorem 3. A tree machine TMh (h1) can be
embedded into Hh with dilation 1, congestion 3 and
load 3.

Proof. First, DTh can be embedded into Hh with
dilation 1, congestion 2 and load 2 by Lemma 4. We
let two nodes on level 1 of DTh embedded
respectively into the nodes on level 0 and level 2h of
TMh. Then the nodes between levels 0 and h-1 of
TMh are embedded into the left-subtree of the roots
of DTh. Likewise, the nodes between levels 2h and
h+1 of TMh are embedded into the right-subtree of
the roots of DTh (see Figure 14). Next, we consider
how to embed the nodes on level h of TMh into Hh.

DTh-1

level 0

level h-2

level h-1

level h
Figure 11. Embedding 2h leaf nodes of DTh into the DTh-1 contained in Hh. The leaf nodes of left
subtree (right subtree) of DTh are embedded into their parent nodes and white nodes (black nodes)
between levels h-2 and 0, where  depicts embedding.

x1 x2 x3 x4 y1 y2 y3 y4
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x1
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x2

2

1
y2

3
67

8

x34

x4

y3

y4

Figure 12. Nodes x1, x2, x3, x4, y1, y2, y3 and y4 are embedded into nodes 3, 2, 4, 5, 7, 1, 8 and 6,
respectively. Node xi (1i4) has an edge (dashed line) to link to yi, and this edge are unused for
embedding the edges (bold lines) between levels 2 and 1 of DT3 into H3, where the congestion of
bold lines are 2.
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Figure 13. Construction of DTh from two DTh-1’s. The added edges are shown in solid 
lines. Nodes 000*

h-2 and 100*
h-2 are the double roots of DTh.

TMh

DTh

level 0

level h-1

level h

level 2h

level h+1

Figure 14. Embedding of TMh into the DTh contained in Hh.

For two son nodes (on level h) of each node on
leve l h-1 of TMh, we embed one son node into its
upper parent node (on level h-1) and the other son
node into its lower parent node (on level h+1). By
Lemma 5, the upper parent node has an edge to link
to the lower parent node and this edge is unused for
embedding the edges between levels h-1 and h-2 of
DTh into Hh. The congestion of half edges between
levels h-1 and h-2 are 2 and those of others are 1 by
Lemma 4. Hence, the dilation of two edges linking
the node on level h-1 and its two sons on level h are
respectively 0 and 1. Similarly, the dilation of two
edges linking the node on level h+1 and its two sons
on level h are respectively 0 and 1. The congestion of
edges linking between levels h-1 and h+1 of TMh

increase by 1 and become 3 since these edges may be
used to embed DTh into Hh. The load increases by 1,
and it remains load-balance. Therefore, TMh is
embedded into Hh with dilation 1, congestion 3 and
load 3. □

Theorem 4. A tree machine TMh can be embedded
into Hn (h>n1) with dilation 1, congestion 3 and
load 2h-n+1+2h-n.

Proof. First, we embed TMh into TMn; that is we
embed the nodes between levels n and 2h-n of TMh

into their ancestor nodes on level n of TMh (see
Figure 15). Hence, the load of each node on level n
of TMn is:

(2h+1+2h-2-2(2n-1))/2n=2h-n+1+2h-n-2

, and there is no dilation and congestion for this
embedding. By Theorem 3, TMn can be embedded
into Hn with dilation 1, congestion 3 and load 3.
Therefore, TMh can be embedded into Hn with load
2h-n+1+2h-n-2+3-1=2h-n+1+2h-n, the dilation and
congestion are not altered. The theorem is proved. □

5 Conclusion

Öhring and Das [14] have described how to embed
a tree machine of dimension h into an incomplete
hypercube which comprises an (h+1)-dimensional
hypercube and an h-dimensional hypercube with load
1, dilation 2, congestion 2 and expansion
(2h+1+2h)/(2h+1+2h-2). In this paper, we have shown
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how to embed a tree machine into an incomplete
hypercube with load 1, dilation 2, congestion 2 and

expansion 1, and how to embed a large tree machine
into a hypercube with optimal load.

level n

level h

level 2h-n

TMh

level n

TMn

Figure 15. Embedding TMh into TMn.
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