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A B S T R A C T

This paper proposes the portfolio stochastic programming (PSP) model and the stagewise portfolio stochastic programming (SPSP) model for investing in stocks in the Taiwan stock market. The SPSP model effectively reduces the computational resources needed to solve the PSP model. Additionally, the conditional value at risk (CVaR) is used as a risk measure in the models. In each period of investment, 200 scenarios are generated to solve the SPSP model. The experimental data set consists of the 50 listed companies with the greatest market capitalization in the Taiwan stock exchange, and the experimental interval began on January 3, 2005 and ended on December 31, 2014, consisting of 2484 trading periods (days) in total. The experimental results show that the SPSP model is insensitive to small variation of the portfolio size and the historical period for estimating statistics. The portfolio size of the SPSP model can be set with two cases: $M = M_1$ and $M \leq M_c$. When $M = M_1$, the $M$ invested target stocks have been predetermined. When $M \leq M_c$, a set of $M$ candidate stocks are given, but the $M$ real target stocks have not been decided. The average annualized returns are 13.09% and 12.06% for the two portfolio settings, respectively, which are higher than that of the buy-and-hold (BAH) rule (9.95%). In addition, because the CVaR is considered, both portfolio settings of the SPSP model exhibit higher Sharpe and Sortino ratios than the BAH rule, indicating that the SPSP model provides a higher probability to earn a positive return. The superior predictive ability test is performed to illustrate that the SPSP model can avoid the data-snooping problem.

© 2016 Elsevier Ltd. All rights reserved.

1. Introduction

This paper proposes the portfolio stochastic programming (PSP) model and the stagewise portfolio stochastic programming (SPSP) model for guiding an investor in allocating assets appropriately to earn higher return with risk management in each period. The portfolio problem is crucial in investment. A rational investor prefers to attain the highest possible return with the lowest possible risk. However, high risk often accompanies an investment yielding a high return. Markowitz [1] proposed the mean-variance model, which serves as the foundation of portfolio theory. Precisely evaluating the future performance of an asset is difficult, because many uncertain parameters are involved in modeling the problem. Making appropriate decisions and earning a positive return typically require mathematical analysis. To improve decision quality, many researchers have studied mathematical models for overcoming uncertainty. Ben-Tal et al. [2] proposed a robust multistage model for solving the portfolio problem. Li and Ng [3] solved a multistage mean-variance model and provided an analytic solution. Bertsimas and Pachamanova [4] proposed a robust model of multistage portfolio that incorporated transaction costs. Topaloglou et al. [5] used the conditional value at risk (CVaR) to control risk in investment, and they used stochastic programming (SP) with the CVaR [6] to solve the international asset allocation problem. These researchers mainly developed theoretical models; however, more practical models are required for efficient investment.

The purpose of risk management is to avoid a portfolio that may suffer large losses in investment. The Basel Committee on Banking Supervision recommended using the value at risk (VaR) as the basis for modeling market risk. However, the VaR is not a coherent risk measure, and it does not satisfy the subadditivity axiom [7], meaning that the VaR is inconsistent with the financial principle that diversification reduces risk. The CVaR [8] is a coherent risk measure that represents the expected loss below the VaR. Rockafellar and Uryasev [9] introduced the CVaR for a continuous distribution and defined it for a general distribution [10]. Topaloglou et al. [6] applied multistage SP with the CVaR to an international portfolio.

In this paper, we describe the portfolio management problem of multiperiod active stock investment, and then propose the
portfolio stochastic programming (PSP) model and the stagewise portfolio stochastic programming (SPSP) model for solving this problem. In multiperiod investment, allocation decisions should be rebalanced in each period. Transaction fees substantially influence investment returns because frequent transactions result in high transaction costs and potentially increase risk exposure. SP is a method for modeling optimization problems involving uncertainty. Deterministic optimization problems are typically formulated by using known parameters [11]. An investor may not always predict the future return of a stock accurately, but may predict the future return with a confidence level. Input parameters denoting uncertainty in SP can be represented by discrete scenarios that describe the joint distribution of random variables, and the expected cost and constraints of these scenarios are added into the model. After the scenarios are generated, the uncertainty problem is transformed into an equivalent deterministic one that can be solved efficiently.

In this paper, the investment is confined to a market consisting of the 50 listed companies with the greatest market capitalization in the Taiwan stock exchange on January 3, 2005, and the goal is to earn a positive return. The SPSP model employs the CVaR to control the investment risk. In addition, the superior predictive ability (SPA) test [12] is employed in the daily return process to verify that our models have no data-snooping problems. The experimental interval is from January 3, 2005 to December 31, 2014, which consists of 2484 trading periods (days) in total. For the SPSP model in which the invested target stocks have been predefined ($M = M_e$), this leads to linear programming. The highest average cumulative return and annualized return are 242.20% and 13.08%, respectively. For the SPSP model in which a set of possible candidate stocks have been determined, but the real target stocks have not been settled ($M < M_e$), this leads to mixed integer linear programming. The highest average cumulative return and annualized return are 212.34% and 12.08%, respectively. Both settings of the SPSP model yield higher returns and higher Sharpe and Sortino ratios than the buy-and-hold (B&H) rule. This means that our model provides a higher probability of earning positive returns in the future.

The remainder of this paper is organized as follows. Section 2 presents background knowledge, including the SP, CVaR, and SPA test. Section 3 proposes the PSP and SPSP models, which can earn positive returns in the Taiwan stock market. Section 4 presents the experimental results of the SPSP model. Section 5 provides the conclusion of this paper.

2. Preliminaries

This section introduces the SP, the value of information, the CVaR measure, and the data-snooping problem associated with the SPA test.

2.1. Stochastic programming

Modeling uncertainty is widely recognized as an integral component in most real-world decision problems. SP provides an appropriate modeling framework for decision-making after uncertainty has been identified. Decisions have to be made at the moment, but crucial information is not available until the decision has been made [13]. A major advantage of SP is that there is no requirement regarding the assumption of the distributions of random variables.

Determining how to describe uncertainty is a critical task in modeling a problem. When an SP problem is solved, uncertain events are represented by discrete distributions. In a multiperiod problem, discrete random variables are typically represented in the form of a tree. A scenario is a path from the root to a leaf node; a stage is the moment when a decision is made, and it constitutes a level of the tree; and a period is an interval between two time points or the edge length between two neighboring nodes. For example, in the two-stage SP investment model, an investor desires to estimate the joint distribution of $M$ assets returns. Therefore, the scenario tree has only two levels, one root and $S$ leaves, where each leaf node represents a scenario. When the scenario tree is constructed, the $S$ scenarios are sampled simultaneously, and a scenario is an $M$-dimensional vector in which each element corresponds to a realized return of one asset. A scenario tree consisting of these $S$ scenarios is an approximation of the joint distribution of the risky assets returns. The goal is to create a scenario tree in which the error caused by approximation is minimized and the solvability of the model is retained.

The basic principle of the two-stage SP model is that decisions should be made according to the data available at the time and should not depend on future observations; this is called the nonanticipativity principle [14,15]. The two-stage linear SP model with fixed recourse, called the recourse problem, is defined in (1) [14].

$$RP = \max \ E_{\xi}(g(x, \xi(\omega))) = c^T x + E_{\omega} (\max \{q(\omega)^Ty(\omega)\})$$
$$s.t. \ Ax \leq b, \ x \geq 0,$$

where $RP$ is the optimal solution of the SP model; $g(x, \xi(\omega))$ is a real-valued objective function, which is the sum of the first-stage profit $c^T x$ and the optimal second-stage profit $\max \{q(\omega)^Ty(\omega)\}$, $Wy(\omega) \preceq h(\omega) + T(\omega)x$, $y(\omega) \geq 0$, given $x$ and $\xi$; $E_{\omega}(\cdot)$ is the expectation with respect to a random vector $\xi$; $q(\omega)$ is a $m \times n$ random data vector, and $\omega \in \Omega$ is the uncertain set in the second stage; $x$ is the $m_1$-dimensional decision vector of the first stage; $c$ is the known $m_1$-dimensional coefficient vector of $x$; $A$ and $b$ are the known $n_1 \times m_1$ resource matrix and $n_1$-dimensional vector of the first stage, respectively; the constraints $Ax \leq b$ and $x \geq 0$ specify the feasible domain of $x$. In the second stage, $W$ is the known $n_2 \times m_2$ recourse matrix, which is assumed to be fixed here; a number of random events $\omega \in \Omega$ are realized in the second stage. For a given realized event $\omega$, $y(\omega)$ is the $m_2$-dimensional decision vector, and the corresponding second-stage data, $q(\omega)$, is the $m_2$-dimensional coefficient vector of $y(\omega)$; the $n_2$-dimensional resource vector $h(\omega)$ and the $n_2 \times n_1$ technological matrix $T(\omega)$ become known. The second-stage constraints $Wy(\omega) \preceq h(\omega) + T(\omega)x$, $y(\omega) \geq 0$ specify the feasible domain of $y(\omega)$.

A decision about vector $x$ of (1) has to be made here-and-now before a realization of the corresponding random data vector $\xi$ becomes known. After a realization of $\xi$ is available, an optimal decision about $y$ is made by solving the second stage optimization problem, which depends on the first stage decision vector $x$ and data vector $\xi$.

A perfect information solution would choose the optimal decisions $x$ of the first stage for each realization of $\xi$. For each scenario, once the SP is solved, the corresponding decision vector $x$ is obtained by foreseeing the scenario which has not happened yet. The expected value of this solution is known as the wait-and-see solution as defined in (2) [14].

$$WS = E_{\xi}(\max (g(x, \xi))).$$

where $WS$ is the optimal solution of the perfect information model.

To reduce the large number of possible realizations of scenarios and the number of constraints of the recourse problem described in (1), each random vector $\xi(\omega)$ is replaced by its expected vector $E_{\omega}(\xi)$. The deterministic expected value problem is often solved as an approximating solution of the recourse problem. The model is
defined in (3) [14].

\[ EV = \max \{g(x, \xi) \} \]

(3)

where \( EV \) is the optimal solution of the expected value model.

Let \( \xi = E_\xi (\xi) \). The expected value model yields the first-stage and second-stage solutions. When the first-stage decision vector \( x(\xi) \) is fixed, \( x(\xi) \) becomes the parameter of the second stage. A second optimization should then be performed after the random vector \( \xi \) is realized. The expected result \( EEV \), obtained from the expected value model of the first-stage decision vector \( x(\xi) \), is defined in (4) [14].

\[ EEV = E_\xi (g(x(\xi), \xi)) \]

(4)

Madansky [16] established the inequalities for general SP among the optimal solutions \( RP, WS, \) and \( EEV \), which are expressed in (5).

\[ EEV \leq RP \leq WS \]

(5)

For SP with fixed objective coefficient vector \( q \) and fixed recourse matrix \( W \), the inequality between the \( EV \) and \( WS \) as expressed in (6) can be established.

\[ WS \leq EV \]

(6)

2.2. Value of Information

Analysis of the effect of uncertainty in the SP generally concentrates on the expected value of perfect information (EVPI), which is the difference between the solutions of wait-and-see and the recourse problem method. The EVPI is defined in (7) [14].

\[ EVPI = WS - RP \]

(7)

From (5), we immediately find that \( EVPI \geq 0 \). \( EVPI \) represents the substantial profit that a decision maker should minimize to gain more accurate information about the future. A small \( EVPI \) indicates a low additional profit when we obtain perfect information. To compute the \( EVPI \), we should know the real distribution of all random variables in the model in advance. However, this is almost impossible in general applications.

When no more information about the future can be found, the value of the stochastic solution (VSS) may be more useful. VSS is defined as the difference between the solutions of the recourse problem and the expected value of the expected value model, given in (8) [14].

\[ VSS = RP - EEV \]

(8)

From (5), it is clear that \( VSS \geq 0 \). The VSS represents substantial profit that a decision maker can obtain using a more complicated model for solving a problem as opposed to a reduced model. A small VSS means that the approximation of SP by the program using the expected value instead of a random variable is a good model.

One common approach for solving an SP problem is to assume that the uncertain data \( \xi \) can be modeled as a random vector with a known probability distribution, and the distribution can be approximated by a finite number of possible samples or realizations, which are called scenarios and denoted as \( \xi_1, \ldots, \xi_S \), with respective probabilities \( p_1, \ldots, p_S \), where \( \sum_{s=1}^{S} p_s = 1 \). Therefore, the recourse problem can be rewritten as (9) [13].

\[ \max \quad c^T x + \sum_{s=1}^{S} p_s q(\omega_s)^T y(\omega_s) \]

\[ \text{s.t.} \quad Ax = b, \quad x \geq 0, \]

\[ Wy(\omega_s) \leq h(\omega_s) + T(\omega_s)x, \quad s = 1, 2, \ldots, S, \]

\[ y(\omega_s) \geq 0, \quad s = 1, 2, \ldots, S, \]

(9)

where \( \xi_s = (q(\omega_s), h(\omega_s), T(\omega_s)) \) is the \( s \)th scenario, and \( S \) is the number of scenarios.

After \( S \) scenarios have been generated, the original nondeterministic SP can be transformed into a deterministic program, which can typically be solved efficiently. When some of the decision variables must be of integer values, (1) becomes a stochastic mixed integer programming (SMIP). An SMIP generally lacks the convexity properties required for applying optimization techniques, and the programming may be NP-hard. Although the SMIP is difficult to solve, the exact solutions of small-scale SMIP can still be obtained by using the branch-and-bound algorithm, dynamic programming, or the cutting plane method, among others.

An SP can be used to manage only discrete samples of limited sizes; hence, the target distribution should be approximated. Before scenarios are generated, the lengths of time periods and number of stages should be determined because not all information is known at the current time. In addition, the number of scenarios to be generated should be determined. In general, the greater the number of scenarios generated is, the more accurate the approximation is, but more computational resources are required. The distribution of a random variable is typically estimated based on historical data, statistical models, expert opinions, or a combination of these information sources. Selecting suitable scenario generation is problem-dependent; no single approach to scenario generation is suitable for all types of problems.

Pflug [17] discussed multiperiod scenario properties in the financial market, and proved that the smaller the error between generated scenarios and the real distribution is, the more accurate the optimal values of an SP model are. Høyland and Wallace [18] proposed an optimization model for generating multiperiod scenarios. The model accepts arbitrary statistics of the target random variables. However, the model may lack convexity, and the scenarios could not be generated efficiently. Høyland et al. [19] proposed the heuristic moment matching (HMM) method for generating scenarios with given statistics, including the mean, standard deviation, skewness, kurtosis, and correlation matrix. This method is one of the most efficient methods for generating scenarios. Thus, we will apply this method in this paper. Heitsch and Römisch [20] proposed forward and backward algorithms for tree generation, which consists of recursive scenario reduction and bundling steps. The algorithms require discrete approximation of the target process, and the scenarios tree is generated within a given error upper bound. Berald et al. [21] proposed a parallel scenario generation method based on [18,19]. Kaut and Wallace [22] criticized the linear correlation in moment matching, and suggested replacing this correlation with a copula function. Kaut [23] proposed the heuristic copula method for approximating the mixed integer program to generate scenarios, and the method requires the marginal distribution of each random variable.

A multistage linear SP can be solved by using dynamic programming, a decomposition algorithm [24], and a progressive hedging algorithm [15]. But there are only a few empirical studies of these models, especially in a long-term problem because of the floating scenario tree problem. The classical scenario tree branches at each stage. Even with a small number of realizations per stage, the size of the tree grows exponentially with respect to the number of stages. Therefore, solving a long-term problem with exponential growth of the scenarios is intractable.

There are two common methods for reducing scenarios in the multistage linear SP, the expected value and the event spike methods [25]. The expected value method uses the single expected scenario in each stage, and the event spike method uses the scenarios based on the expected decision of the previous stage in the current stage to get approximate solutions of the multistage linear programming. The expected value method largely reduces the scenarios, but the method results in poor approximation of the
target distribution. The event spike method keeps several scenarios in each stage, and the method usually gets better approximation than the expected value method. However, in a long-term programming, the event spike method still requires huge computational resources to get a solution.

In this paper, we generate the scenarios and solve the multi-stage linear SP in stages. The solutions of period $t - 1$ are used as the inputs of period $t$, so the problem of period $t$ can be viewed as a two-stage SP. This method satisfies the nonanticipativity principle and controls the approximation with reasonable error bounds by using small computational resources.

2.3. Conditional value at risk

In the current financial industry, the VaR is a widely used loss measure for a specific portfolio of risky assets, and it has become the financial standard for measuring risk. The VaR is utilized to estimate the volatility, premium of portfolio returns, and possible loss in investment [26]. The definition of the percentile of a random variable and VaR is provided in (10).

$$\text{VaR}(x, \alpha) = \inf\{u | P(x \leq u) \geq 1 - \alpha, \quad 0 \leq \alpha < 1\},$$

where $x$ is a random variable to be measured, $\alpha$ is a confidence level set by the investor, and $P(\cdot)$ is the probability measure.

By the definition, the VaR is a percentile-based measure that is typically defined as the maximally allowable loss at a certain confidence level $\alpha \times 100\%$. However, the VaR is not a coherent risk measure because it does not satisfy the subadditivity axiom [7], which is inconsistent with the financial principle that diversification facilitates reducing risk.

The CVaR is an improved coherent risk measure that accounts for the expected loss below the VaR [8]. Rockafellar and Uryasev [9] introduced the CVaR for a continuous distribution as shown in (11).

$$\text{CVaR}_c(x, \alpha) = E(u | u \leq \text{VaR}(x, \alpha)).$$

Rockafellar and Uryasev [10] further defined the CVaR for a general distribution as shown in (12).

$$\text{CVaR}(x, \alpha) = \left(1 - \frac{1}{1 - \alpha} \sum_{s \in \Omega}\{p_s\} \right) z + \frac{1}{1 - \alpha} \sum_{s \in \Omega} p_s x_s,$$

where $z = \text{VaR}(x, \alpha)$, $x_\alpha$ is the realized value of $x$ in the $s$th scenario, $p_s$ is the probability of the $s$th scenario, and $\Omega$ represents the set of all scenarios.

Topaloglou et al. [5] reformulated the CVaR as shown in (13).

$$y_s = \max(0, z - x_s),$$

$$z - \frac{1}{1 - \alpha} \sum_{s \in \Omega} p_s y_s = \left(1 - \frac{1}{1 - \alpha} \sum_{s \in \Omega} p_s \right) z + \frac{1}{1 - \alpha} \sum_{s \in \Omega} p_s x_s,$$

where $z = \text{VaR}(x, \alpha)$. $x_s$ is the realized value of $x$ in the $s$th scenario, and $p_s$ is the probability of the $s$th scenario.

Rockafellar and Uryasev [9] showed that the CVaR can be computed by optimizing the linear programming with approximation of the distribution by using a finite number of scenarios. The linear programming for computing the CVaR measure at a confidence level $\alpha$ is shown in (14).

$$\max \quad z - \frac{1}{1 - \alpha} \sum_{s=1}^{S} p_s y_s$$

s.t. $y_s \geq z - x_s, \quad y_s \geq 0, \quad s = 1, 2, \ldots, S.$

2.4. Superior predictive ability test

Data snooping, which is also known as data dredging, or equation fitting, is the use of data mining to uncover relationships in data. Data snooping occurs when a given set of data is used repeatedly for inference or model selection. Many studies have applied statistical and machine learning models to fitting data used for prediction. When such data reuse occurs often, any satisfactory result obtained may simply be due to chance rather than to merit inherent in the method yielding the results [27]. This problem is practically unavoidable in analyzing the data of time series, where only one observation of interest is typically available for analysis. White [27] proposed the reality check (RC) test to address the data-snooping problem. Hansen [12] proposed the superior predictive ability (SPA) test, thereby improving the power of the RC test.

Given $K$ alternative models with $T$ periods, let $d_{k,t}$ represent the performance measure of model $k$ related to the benchmark model in period $t$. The null hypothesis, explained in (15), is used to determine whether there is one alternative model superior to the benchmark model. When no model is superior to the benchmark model, the expected value of the relative performance $d_{k,t}$ should be less than or equal to zero.

$$H_0: \max_{1 \leq k \leq K} \mu_k \leq 0,$$

where $\mu_k$ represents the expected value of $d_{k,t}, 1 \leq k \leq K$.

The SPA statistic [12] is expressed as follows.

$$T_{SPA} = \max \left( \max_{1 \leq k \leq K} \sqrt{T} \omega_k, 0 \right),$$

where $\omega_k = \sum_{t=1}^{T} d_{k,t}$, and $\hat{\omega}_k$ is a consistent estimator of the standard deviation of the relative performance of the $k$th model.

When the performance of most alternative models is inferior to that of the benchmark model, a decrease in the power of the test should be avoided. Hence, in (16), the SPA statistic is set to zero if the value of every $\sqrt{T} \omega_k$ is negative.

The mean sample relative performance in the SPA test is expressed in (17) [12].

$$\hat{\mu}_k = \hat{d}_k \times \left(1 - \frac{1}{T} \sqrt{T} \hat{d}_k \leq -\hat{\omega}_k \sqrt{2 \log \log T} \right),$$

where $1(\cdot)$ is the indicator function.

After $B$ times of bootstrap sampling for computing the statistics $T_{SPA}$, these sample statistics $T_{SPA}^{1}, T_{SPA}^{2}, \ldots, T_{SPA}^{B}$ form an empirical distribution, and the $P$ value of the SPA test is equal to $\sum_{B=1}^{B} I\{T_{SPA}^{B} \geq T_{SPA}\} / B$ [12].

In this paper, an alternative model could be daily return series of a stock or daily portfolio return series, and the benchmark model is a zero return series. The relative performance measure for the SPA test is expressed as follows.

$$\hat{d}_k = \frac{1}{T} \sum_{t=1}^{T} r_{k,t},$$

where the average relative performance $\hat{d}_k$ is defined as the average return of the $k$th alternative model, $r_{k,t}$ is the return of the $k$th alternative model on period (day) $t$, and $T$ is the number of periods (days). The number $B$ of samples in the SPA test is set as 5000 to obtain precise $P$ values. Because the SPA test requires bootstrap sampling, the $P$ value is random in an interval, and the sampling takes a great deal of time. Therefore, the SPA test is performed only ten runs in each statistical test in this paper.

3. Portfolio stochastic programming for stock investment

Asset allocation is not a one-time task; in fact, it is a continually dynamic process. In this paper, the investment target is the Taiwan
stock market. To predict a stock’s future price is difficult because the price is a nonstationary and chaotic time series. Hence, it is difficult for an investor who is not able to evaluate market information precisely to adjust the portfolio to earn a positive return and reduce the unsystematic risk in the market. To earn a positive return, we first propose the portfolio SP (PSP) model incorporated with CVaR for the multiperiod portfolio management problem. To efficiently solve the PSP model, we simplify the model to the stage-wise PSP (SPSP) model. The PSP model enables a nearly optimal current asset allocation based on a prediction of the future joint distribution of risky asset returns.

**Heuristic moment matching** (HMM) [19] can be applied to the generation of scenarios, which are the samples of the joint distribution of risky asset returns on the following period (day). Here, the joint distribution of returns on the following day is assumed to be identical to that of the current day, because the distribution does not change quickly. The joint distribution is modeled according to the values of statistics, including the mean, standard deviation, skewness, excess kurtosis, and Pearson correlation matrix of risky asset returns. The definitions of these statistics can be found in the statistics textbooks [28].

In the HMM method, scenarios are generated in two phases iteratively. In the first phase, random samples are drawn from an arbitrary user-specified distribution, and a cubic transform is applied to these samples. After the cubic transform, the mean, standard deviation, skewness, and kurtosis of these transformed samples are approximate to the target statistics, but the correlation matrix of these transformed samples may not approximate the target correlation matrix. In the second phase, the Cholesky decomposition [29] is applied to the transformed samples to approximate the correlation matrix of the transformed samples to the target correlation matrix. After the Cholesky decomposition, although the error between the correlation matrix of the transformed samples and the target correlation matrix is minimized, the error between the statistics of the transformed samples and the target might have been enlarged. Therefore, the transformed samples should be subjected to the two phases repeatedly until the errors in both statistics and correlation matrices converge. Although the HMM method does not guarantee convergence of the errors, it typically converges well in practice.

According to the suggestion provided by Klaassen [30], scenarios are examined to ensure that there is no arbitrage opportunity. In addition, we assume that the wealth allocation of each stock may be fractal, and stocks can always be bought and sold in after-hours trading. Fig. 1 shows the flowchart of our investment method.

The PSP is given in (PSP). Our PSP model is multistage event integer linear programming, and the formulation of the model is inspired by the research of Bertsimas and Pachamanov [4]. However, they focused on return maximization and the robust formulation of the problem.

Let $M$ denote the number of risky target assets or the portfolio size, and $M_t$ denote the size of the candidate set of risky assets from which $M$ target assets will be selected. Note that $0 \leq M_t \leq M$. If the setting $M = M_t$ is satisfied, constraints (26)-(28) can be ignored because these constraints are implied in constraints (21)-(25). Therefore, (PSP) with $M = M_t$ degenerates to multistage linear programming.

\[
\begin{align*}
\text{max} & \quad \frac{1}{T} \sum_{t=1}^{T} \left( z_{t+1} - \frac{1}{1 - \alpha} \sum_{h=1}^{S_t} p_{h,t+1} y_{h,t+1} \right) \\
\text{s.t.} & \quad y_{h,t+1} \geq z_{t+1} - \sum_{m=0}^{M_t} w^m_{h,t+1} (1 + r^m_{h,t+1}), \quad y_{h,t+1} \geq 0, \quad s_t = 1, 2, \ldots, S_t, \quad t = 1, 2, \ldots, T, \\
& \quad w^m_{h,t} = (1 + r^m_{h,t}) w^m_{h,t-1} + b^m_{h,t} - c^m_{h,t}, \quad s_t = 1, 2, \ldots, S_t, \quad m = 1, 2, \ldots, M_t, \quad t = 1, 2, \ldots, T, \\
& \quad w^0_{h,t} = (1 + r^0_{h,t}) w^0_{h,t-1} - \sum_{m=1}^{M_t} (1 + c^m_{buy,h,t}) b^m_{h,t} + \sum_{m=1}^{M_t} (1 - c^m_{sell,h,t}) c^m_{h,t}, \\
& \quad s_t = 1, 2, \ldots, S_t, \quad t = 1, 2, \ldots, T, \\
& \quad \bar{w}^m_t = \sum_{h \in S_t} p_{h,t} w^m_{h,t}, \quad m = 0, 1, \ldots, M_t, \quad t = 1, 2, \ldots, T, \\
& \quad w^m_{h,t} \geq 0, \quad b^m_{h,t} \geq 0, \quad c^m_{h,t} \geq 0, \quad s_t = 1, 2, \ldots, S_t, \quad m = 1, 2, \ldots, M_t, \quad t = 1, 2, \ldots, T, \\
& \quad w^0_{h,t} \geq 0, \quad s_t = 1, 2, \ldots, S_t, \quad t = 1, 2, \ldots, T, \\
& \quad \sum_{t=0}^{T} \bar{w}^m_{h,t} (1 + r^m_{h,t}) \leq \gamma^m_{h,t}, \quad s_t = 1, 2, \ldots, S_t, \quad m = 1, 2, \ldots, M_t, \quad t = 1, 2, \ldots, T, \\
& \quad \sum_{m=1}^{M_t} \chi^m_{h,t} \leq M_t, \quad s_t = 1, 2, \ldots, S_t, \quad t = 1, 2, \ldots, T, \\
& \quad \chi^m_{h,t} \in \{0, 1\}, \quad s_t = 1, 2, \ldots, S_t, \quad m = 1, 2, \ldots, M_t, \quad t = 1, 2, \ldots, T,
\end{align*}
\]

where $z_{t+1}$ is the variable $z$ of the CVaR defined in (12) in period $t + 1$; $M$ is the number of risky target assets or the portfolio size; $M_t$ is the size of the candidate set of risky assets, from which $M$ target assets will be selected; $T$ denotes the number of investment periods; $S_t$ denotes the number of scenarios in period $t$; $s_t$
represents the $s_t$th scenario in period $t$; $r^{m}_{s_{t+1}, t+1}$ is the $s_{t+1}$th return scenario of the $m$th risky asset return in period $t+1$; $y^{m}_{s_{t+1}, t+1}$ is the portfolio wealth of the $s_{t+1}$th scenario, which involves a loss in excess of the VaR in period $t+1$; $p_{s_{t+1}, t+1}$ is the probability of the $s_{t+1}$th scenario in period $t+1$; $w^{m}_{s_{t}, t}$ is the wealth of the $s_{t}$th scenario invested in the $m$th risky asset in period $t$; $w^{m}_{s_{t}, t'}$ is the wealth of the $s_{t}$th scenario invested in a risk-free asset in period $t$; $v^{m}_{b_{s_{t}, t}}$ is the expected wealth invested in the $m$th asset in period $t$; $v^{m}_{s_{t}, t}$ is the amount of money of the $s_{t}$th scenario with which an investor buys the $m$th risky asset in period $t$; $e^{m}_{b_{s_{t}, t}}$ is the tax rate of the $s_{t}$th scenario imposed on the purchase of the $m$th risky asset in period $t$, and $e^{m}_{s_{t}, t}$ is the tax rate of the $s_{t}$th scenario imposed on the sale of the $m$th risky asset in period $t$. $y^{m}_{s_{t}, t}$ is a binary switch variable of the $s_{t}$th scenario used to determine whether an investor has invested in the $m$th risky asset in period $t$. Note that $S_{1}$ contains only one scenario, which is the realized return of all assets before all decisions; $v^{m}_{b_{s_{t}, t}}$ and $v^{m}_{s_{t}, t}$ are known constants, where $v^{m}_{b_{s_{t}, t}}$ is typically set as 0, for all $t \geq 1$, and $v^{m}_{s_{t}, t}$ is set as the initial capital.

In the (PSP) model, (19) is the objective function, which maximizes the portfolio wealth at a given confidence level or of the CVaR considering all periods. (20) controls the portfolio returns of all scenarios in each period which are lower than the VaR. (21) expresses that the $m$th risky asset wealth in period $t$ is the return of the previous period plus the value difference of stocks bought and sold in period $t$. (22) expresses that the wealth of a risk-free asset in period $t$ is the return of the previous period plus the value difference of stocks sold and bought of all risky assets involving a transaction tax. (23) is the expected wealth of the $m$th asset of the scenarios in $S_{t}$ in period $t$. In (24) and (25), the risk-associated and risk-free wealth must be greater than or equal to zero, meaning that short selling is not allowed, and the amounts of stocks bought and sold must both be nonnegative. (26) controls the wealth invested in the $m$th risky asset in the $s_{t}$th scenario. When $x^{m}_{s_{t}, t} = 0$, an investor does not invest any capital in the $m$th risky asset of the $s_{t}$th scenario in period $t$. When $x^{m}_{s_{t}, t} = 1$, the amount invested in the $m$th risky asset of the $s_{t}$th scenario in period $t$ cannot exceed the capital that the investor currently holds. (27) expresses that the number of invested assets cannot exceed the portfolio size $M$.

The unknown decision variables in the (PSP) model are \( y_{s_{t+1}, t+1}, \) \( w^{m}_{s_{t}, t}, \) \( w^{0}_{s_{t}, t}, \) \( w^{m}_{s_{t}, t'}, \) \( w^{0}_{s_{t}, t'}, \) \( p_{s_{t+1}, t+1}, \) \( x^{m}_{s_{t}, t}, \) \( s_{t} = 1, 2, ..., S_{t}, \) \( m = 1, 2, ..., M_{t}, \) \( t = 1, 2, ..., T \). It should be noted that \( 0 \leq m \leq M_{t} \.

The most important is that (28) forces the model to be multistage integer linear programming. If the special case \( M = M_{t} \) is satisfied, each \( x^{m}_{s_{t}, t} \) in (28) should be equal to 1. Thus, the constraints (27) and (28) can be ignored. When \( M = M_{t} \), (PSP) degenerates to solve multistage linear programming, which becomes easier. With the consideration of execution efficiency, the implementation of our model is divided into two cases: \( M = M_{t} \) and \( M \leq M_{t} \). The former is much faster than the latter.

Theoretically, the (PSP) model can be solved after all scenarios in all time periods \( t = 1, 2, ..., T \) have been generated. Directly solving the model (PSP), however, requires huge computational resources. Besides, the portfolio wealth of model (PSP) in all periods, except the first period, is the expected wealth but not the realized values as shown in (23). An investor usually prefers to know the realized performance of a model instead of its expected values. In practice, estimating the multiperiod joint return distributions of risky assets is difficult, and an investor is typically eager to receive responses or feedback quickly after making investment decisions.

Therefore, to reduce the computational resources needed to solve the (PSP) model, we propose the stagewise PSP (SPSP) model, as expressed in (SPSP). The SPSP model entails considering the decision in period $t$ as a two-stage PSP. Thus, the decision variables determined in period $t-1$ become the inputs of period $t$. Model (PSP) in period $t$ can be solved iteratively by model (SPSP).
Algorithm 1: SPSPModel($M_c$, $M$, $h$, $\alpha$, capital, $P$, $c_{buy}$, $c_{sell}$).

input:

$M_c$: size of the candidate set of risky assets.
$M$: portfolio size.
$h$: length of the historical period.
$\alpha$: confidence level of the CVaR.
capital: initial capital.
$P$: matrix of size $S \times T$, where $p_{st}$ is the scenario probability of scenario $s$ in period $t$.
$c_{buy}$: matrix of size $M \times T$, where $c_{buy,mt}$ is the purchase tax rate of asset $m$ in period $t$.
c_{sell}: matrix of size $M \times T$, where $c_{sell,mt}$ is the sales tax rate of asset $m$ in period $t$.

output:

$W^{(p)}_t = (W^{(p)}_{t1}, \ldots, W^{(p)}_{tM_c})$: wealth vector of the portfolio, where the wealth $W^{(p)}_{t}$ in period $T$ is nearly maximized.

begin

$w_0^m \leftarrow \text{capital}$, $w_t^m \leftarrow 0$, $m = 1, \ldots, M_c$.

for ($t \leftarrow 1$ to $T$) do

/* Compute the statistics of the risky assets in the candidate set */
/* Statistics matrix $\kappa$: size $M_c \times 4$ */

for $m \leftarrow 1$ to $M_c$ do

$k_m \leftarrow \text{mean, standard deviation, skewness, and kurtosis matrix of the mth risky asset with returns in the past h periods}$. 

end

$\Sigma \leftarrow \text{the correlation matrix of the } M_c \text{ risky assets in the portfolio using returns in the past } h \text{ periods}$. 

/* Generate scenarios */

$R_{t+1}$ - $S$ scenarios in period $(t+1)$ with $(\kappa, \Sigma)$ generated by using HMM, where $R_{t+1}$ is a matrix of size $M_c \times S$, and $r_{m,t+1}$ denotes the return of the mth asset in the $t+1$th scenario.

/* Solve the SPSP model */

$\{w_0^m, w_{t-1}^m, r_{t-1}, r_t, R_{t+1}, p_{s,t+1}, \alpha, c_{buy}, c_{sell}, m = 1, \ldots, M_c, s = 1, 2, \ldots, S\}$ as the inputs of model (SPSP$_1$).

$\{w_0^m, w_{t-1}^m, h_{m}, m = 1, 2, \ldots, M_c, s = 1, 2, \ldots, S\}$ ← solution of model (SPSP$_2$).

$W^{(p)}_t \leftarrow \sum_{m=0}^{M_c} w^{(p)}_t.$

end

return $W^{(p)}$.

end

\[
\begin{align*}
\sum_{m=0}^{M_c} w^{(p)}_t (1 + r_t^m) & \leq x^{m, t}, \quad m = 1, 2, \ldots, M_c, \\
\sum_{m=1}^{M_c} x^{m, t} & \leq M, \\
x^{m, t} & \in \{0, 1\}, \quad m = 1, 2, \ldots, M_c.
\end{align*}
\]

where $w^{(p)}_0, 0 \leq m \leq M_c$ is obtained by solving model (SPSP$_{1c}$). The calculation of (23) is removed because there is only one realized return $r^m_t$ for each asset in period $t$, and the symbol $S_0$ in the subscript is omitted. For the first period in model (SPSP$_1$), the wealth is usually set $w^{(p)}_0 = 0$. $1 \leq m \leq M$, and $w^{(p)}_0 = 1$, or an arbitrary nonnegative value of wealth. For execution efficiency, the SPSP model is also divided into two cases: $M = M_c$ and $M \leq M_c$.

For more clarity, the period $t$ means a particular time in the investment interval, while the stage $t$ means the moment when a decision is made. More specifically, the decision variables $w^{(p)}_{t-1}, m = 0, 1, \ldots, M_c$, determined in period $t-1$ become the input of period $t$, the $x_{t+1}, w^{(p)}_t, h^m, e^m, x^m_t, m = 1, 2, \ldots, M_c$, are the decision variables of the stage $t$ (first stage) in period $t$, and $y_{s,t+1}, s = 1, 2, \ldots, S$, are the decision variables of the stage $t+1$ (second stage) in period $t$.

In each stage, $S$ scenarios are generated by the HMM method. Here, a scenario is an $M_c$-dimensional vector whose elements each correspond to the daily return of one risky asset, and the scenario matrix $R_{t+1}$ of size $M_c \times S$ represents all scenario values. To generate scenarios, the HMM requires four $M_c$-dimensional statistical vectors and an $M_c \times M_c$ correlation matrix $\Sigma$. The $m$th elements of the four $M_c$-dimensional vectors are the mean, standard deviation, skewness, and kurtosis of the historical daily returns of the $m$th risky asset, and each entry of $\Sigma$ corresponds to the correlation value of the historical daily returns of one risky asset pair in the portfolio in period $t$. The $m$th row of $R_{t+1}$ has approximately the same mean, standard deviation, skewness, and kurtosis as the historical daily returns of the $m$th risky asset. Moreover, the correlation matrix of $R_{t+1}$ is approximately equal to $\Sigma$ in period $t$.

The returns of the past $h$ periods (including the current trading period) are used to estimate the statistics of each risky asset. After scenarios in period $t + 1$ are generated, the (SPSP$_{2}$) model is solved to determine the optimal values of the decision variables $z_{s,t+1}, y_{s,t+1}, w^{(p)}_t, h^m, e^m$ for each risky asset $m$ and each scenario $s$ in period $t$. The variables $h^m$ and $e^m$ are then applied to all risky assets in the portfolio and the wealth $w^{(p)}_0$ and $w^{(p)}_1$ is updated accordingly. These steps are repeated until the final period $T$ is reached. The procedure of the SPSP model is formally described in Algorithm 1.

4. Experimental results

The experiments were conducted based on the assumptions that shares of stocks can be bought and sold during after-hours trading in the Taiwan stock market and a fraction of wealth can be invested in stocks. The experimental interval began on January 3, 2005 and ended on December 31, 2014, containing a total of 2484 trading days. The target stocks are the 50 Taiwanese listed companies with the greatest market capitalization on January 3, 2005 in the Taiwan stock exchange, and the data were obtained from the Taiwan Economic Journal [31]. The daily stock return is adjusted according to the dividend of each stock. Thus, the return of a stock is computed according to the price variation of the stock as well as all dividends paid to shareholders.
The experimental environment is a computer equipped with CPU Intel i7-3770, 8G RAM, and the Ubuntu Linux 14.04 operating system. Python Optimization Modeling Objects (Pynomo) [32], an open source software for modeling optimization problems, is used to construct the linear programming and the mixed integer linear programming. Here, the IBM ILOG CPLEX 12.6 optimizer is employed to solve the optimization model.

4.1. Risk measures and statistical tests of target stocks

The Sharpe ratio characterizes the excess return per excess return deviation, sometimes called the risk. In general, the higher the Sharpe ratio of a target asset is, the higher the probability is that the target asset will yield a positive return in the future. The formula for calculating the Sharpe ratio $S_p$ is expressed in (38) [33].

$$S_p = \frac{E(t) - r_f}{\sigma_p}, \quad (38)$$

where $S_p$ is the Sharpe ratio, $E(t)$ is the target return in period $t$, $r_f$ is the risk-free return, and $\sigma_p$ is the standard deviation of the difference between the target daily returns and the risk-free return. When $\sigma_p = 0$, $S_p$ is set as 0. Here, $r_f$ was set as 0 in our experiments.

The definition of the Sortino ratio is similar to that of the Sharpe ratio, but the Sortino ratio considers only the downside deviation [34]. Chaudhry and Johnson [35] suggested that the Sortino ratio may be a superior performance measurement compared with the Sharpe ratio when the distribution of excess returns is skewed. The formula for calculating the Sortino ratio $S_n$ is expressed in (39) [34].

$$S_n = \frac{E(t) - r_{MAR}}{\sigma_n},$$

$$\sigma_n = \sqrt{\frac{1}{n} \sum_{t=1}^{n} \left( (1 \times 1(1 < \text{r}_{\text{MAR}}) \right)^2),} \quad (39)$$

where $r_t$ is the target return in period $t$, $r_{MAR}$ is the minimal acceptable return set by the investor, $\sigma_n$ is the downside deviation, $T$ is the number of returns, and $1(\cdot)$ is the indicator function. When $\sigma_n = 0$, $S_n$ is set as 0. $r_{MAR}$ was set as 0 in all experiments. Thus, only negative returns were considered as unfavorable aspects of price fluctuation.

The Jarque-Bera (JB) test [36] is a goodness-of-fit test to check if the sample data comes from a normal distribution according to the skewness and kurtosis, and the null hypothesis is that the data comes from the normal distribution. Past studies usually assumed that the return distribution of a financial asset is a normal distribution. However, more and more empirical evidence rejects this assumption, especially for financial time series.

A time series or stochastic process which has unit roots is non-stationary. Testing for unit roots is a crucial aspect of time series analysis because the presence of unit roots determines how to proceed for a correct statistical inference. The augmented Dickey-Fuller (ADF) test [37] is a test for a unit root in a univariate time series, where the null hypothesis is that the series has a unit root.

The return series are usually stationary because the return is the percentage of relative change between the current price and the previous price, and thus first-order difference is implied in the equation. Note that a nonstationary series can usually be transformed to a stationary one by differencing [38].

The hypothesis tests, including SPA, JB and ADF tests, may involve many random results for the same target. Here the maximum P value of each test is reported. The symbols *", **", and ***" before the P value of each statistical test in the following tables indicate that the results are significant at the 10%, 5%, and 1% levels, respectively.

Table 1 lists the 50 stocks and their statistics of daily returns. In Table 1, 15 stocks suffer some loss in the experimental interval if the buy-and-hold rule is applied. The largest loss is stock 2475 with the return of -95.36%, meaning that we lost most of the money invested in stock 2475. Conversely, the highest profit is stock 1216 with the return of 527.97%, which earns five times the invested money. From the mean $\mu$ of the daily return, we can see that most stocks have positive means, indicating that these stocks can usually earn a positive profit. However, the standard deviation $\sigma$ of all stocks is greater than 1%, representing that the fluctuation of the daily return is very large. Thus, it is difficult for an investor to determine the appropriate timing for buying and selling stocks. Most values of the skewness $\gamma_1$ are positive, indicating that the return distribution is asymmetric and the mode is smaller than the mean. All values of the excess kurtosis $\gamma_2$ are positive, indicating that the distribution is more peaked than the normal distribution, and it is a fat-tailed distribution. The Sharpe ratio $S_P$ and Sortino ratio $S_n$ are both indicators of excess return per risk, and the higher the values are, the better the stocks are. The $P$ values $P_{JB}$ of the JB test show that all stock distributions are not normal, and the $P$ values $P_{ADF}$ of the ADF test show that there is no unit root in all daily return series. The most important are the $P$ values $P_{JB}$ of the SPA test, showing that only six stocks (marked by **"), with 99% confidence level, can earn a profit without any data-snooping problem. The results of the SPA test show that much effort can still be made in portfolio investment.

4.2. Results of the SPSP model with predetermined target stocks

As mentioned before, the SPSP model is divided into two cases: $M = M_t$ and $M \leq M_c$. The former one is linear programming, and is faster than the latter, which is mixed integer linear programming. In this subsection, we discuss the results of SPSP with $M = M_c$ (referred to as SPSP compact setting), meaning that the invested target stocks have been predetermined. Since $M = M_c$, we use $M$ in terms of $M_c$ when there is no ambiguity.

In all experiments, the initial capital is set to one dollar. On each period (day) $t$, the HMM method is applied to generate $S = 200$ scenarios of the joint returns of the portfolio on period (day) $t + 1$ according to the estimated mean, standard deviation, skewness, kurtosis vectors, and correlation matrix. The transaction tax rates $c^{buy}_{opt}$ and $c^{sell}_{opt}$ are set as 0.1425% and 0.4425% (real tax rates in Taiwan) for each period $t$ and each stock $m$, respectively, and each risk-free return $r_f^t$ is set as 0 in model (SPSP$^T$).

In the experiments of the SPSP compact setting, the portfolio size $M$ is in $[5, 10, 15, 20, 25, 30, 35, 40, 45, 50]$, the number of historical days $h \in \{50, 60, \ldots, 230, 240\}$, and the confidence level $\alpha \in \{50\%, 55\%, 90\%, 95\%\}$ were considered. Hence, $10 \times 20 \times 10 = 2000$ trials in total were conducted. The portfolio size $M$ (for example $M = 10$) means that the stocks in Table 1 with ranks from 1 to $M = 10$ are selected for the portfolio. A length of historical period $h$ shorter than 50 was not examined here, because a previous study [39] showed that the statistics of return distributions cannot be estimated accurately using short historical periods.

Because the scenarios generated by the HMM method are random, each trial was performed five times to test the stability of our models against the scenario generation method. One trial requires about 600 to 2400 s, depending on the portfolio size $M$. In all runs, both the SPSP compact and general settings have the largest ± 9% difference in cumulative returns with the same parameter combination ($M, h, \alpha$), indicating that the SPSP model is insensitive to the random scenarios generated by the HMM method. For this reason, we show the average values of the five-run results for better representation unless stated otherwise. In Fig. 2, we see that the SPSP compact setting is stable against small variations in historical periods $h$ when $h \geq 100$. The model
can earn a positive return when the confidence level of CVaR is in the range 50% ≤ α ≤ 85%. When α is low, representing that investing action is more aggressive, it usually brings a higher profit. The compact setting cannot yield high returns when α ≥ 90%, because conservative investors usually do not buy a promising stock in a price-rising trend.

To make sure the compact setting can earn a positive return without the data-snooping problem, we apply the SPA test to all trials of the compact setting. The maximum P values of the five runs are shown in Fig. 3. As the results show, when 50% ≤ α ≤ 85% and h ≥ 100, most of the P values are less than 1%. This means that the compact setting can earn a positive return in most parameter combinations with a high confidence level. Thus, it is a robust model for portfolio investment.

Table 2 lists the parameter combinations, which yield the highest average cumulative returns at various portfolio sizes M. All the annualized returns in the table are higher than 10%, and the standard deviations of daily returns are less than 1%, indicating that the SPSS compact setting has a higher return and smaller price fluctuation than every single stock listed in Table 1. The skewness γ1 is positive in half of the parameter combinations, while the excess kurtosis γ2 is higher than a single stock, indicating the return distribution of the portfolio is more peaked than the distribution of a single stock. The Sharpe and Sortino ratios also show that the SPSS compact setting gets a better return per risk measure than a single stock. The daily returns of the best parameter combinations in Table 2 are not normal distributions and stationary series according to the P values of the JB test and ADF test, respectively.
Fig. 2. The contour of the average cumulative returns of the SPSP model with $M = M_c$ (the SPSP compact setting) at various values of confidence level $\alpha$ of the CVaR.

Fig. 3. The contour of the maximum P values of a five-run SPA test in the SPSP model with $M = M_c$ (the SPSP compact setting) at various values of confidence level $\alpha$ of the CVaR.
Table 2

The parameter combinations and statistics of the SPSP model with $M = M_c$ (the SPSP compact setting) having the highest average cumulative return at various values of the portfolio size $M$.

<table>
<thead>
<tr>
<th>$(M, h, \alpha)$</th>
<th>$R_c(%)$</th>
<th>$R_s(%)$</th>
<th>$\mu(%)$</th>
<th>$\sigma(%)$</th>
<th>$\gamma_1$</th>
<th>$\gamma_2$</th>
<th>$S_1(%)$</th>
<th>$S_2(%)$</th>
<th>$P_{\text{SPA}} (%)$</th>
<th>$P_{\text{PB}} (%)$</th>
<th>$P_{\text{CVaR}} (%)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(5, 150, 80%)</td>
<td>242.20</td>
<td>13.09</td>
<td>0.0539</td>
<td>0.0263</td>
<td>0.41</td>
<td>7.42</td>
<td>5.82</td>
<td>8.78</td>
<td>*** 0.10</td>
<td>*** 0.00</td>
<td>*** 0.00</td>
</tr>
<tr>
<td>(10, 90, 50%)</td>
<td>190.82</td>
<td>11.27</td>
<td>0.0472</td>
<td>0.0113</td>
<td>0.40</td>
<td>7.59</td>
<td>5.38</td>
<td>7.75</td>
<td>*** 0.30</td>
<td>*** 0.00</td>
<td>*** 0.00</td>
</tr>
<tr>
<td>(15, 100, 65%)</td>
<td>178.82</td>
<td>10.80</td>
<td>0.0453</td>
<td>0.0895</td>
<td>0.31</td>
<td>7.03</td>
<td>5.06</td>
<td>7.52</td>
<td>*** 0.60</td>
<td>*** 0.00</td>
<td>*** 0.00</td>
</tr>
<tr>
<td>(20, 110, 60%)</td>
<td>215.07</td>
<td>12.16</td>
<td>0.0500</td>
<td>0.8658</td>
<td>0.14</td>
<td>5.28</td>
<td>5.78</td>
<td>8.56</td>
<td>*** 0.10</td>
<td>*** 0.00</td>
<td>*** 0.00</td>
</tr>
<tr>
<td>(25, 120, 55%)</td>
<td>222.59</td>
<td>12.43</td>
<td>0.0508</td>
<td>0.8503</td>
<td>0.02</td>
<td>4.99</td>
<td>5.98</td>
<td>8.78</td>
<td>*** 0.10</td>
<td>*** 0.00</td>
<td>*** 0.00</td>
</tr>
<tr>
<td>(30, 130, 50%)</td>
<td>211.24</td>
<td>12.02</td>
<td>0.0493</td>
<td>0.8469</td>
<td>-0.01</td>
<td>5.34</td>
<td>5.83</td>
<td>8.53</td>
<td>*** 0.30</td>
<td>*** 0.00</td>
<td>*** 0.00</td>
</tr>
<tr>
<td>(35, 140, 45%)</td>
<td>222.73</td>
<td>12.43</td>
<td>0.0508</td>
<td>0.8470</td>
<td>-0.08</td>
<td>4.60</td>
<td>6.00</td>
<td>8.73</td>
<td>*** 0.20</td>
<td>*** 0.00</td>
<td>*** 0.00</td>
</tr>
<tr>
<td>(40, 150, 40%)</td>
<td>214.90</td>
<td>12.15</td>
<td>0.0499</td>
<td>0.8560</td>
<td>-0.12</td>
<td>4.28</td>
<td>5.83</td>
<td>8.45</td>
<td>*** 0.20</td>
<td>*** 0.00</td>
<td>*** 0.00</td>
</tr>
<tr>
<td>(45, 160, 35%)</td>
<td>196.72</td>
<td>11.49</td>
<td>0.0474</td>
<td>0.8501</td>
<td>-0.12</td>
<td>4.42</td>
<td>5.58</td>
<td>8.08</td>
<td>*** 0.00</td>
<td>*** 0.00</td>
<td>*** 0.00</td>
</tr>
<tr>
<td>(50, 170, 30%)</td>
<td>197.98</td>
<td>11.54</td>
<td>0.0476</td>
<td>0.8506</td>
<td>-0.11</td>
<td>4.57</td>
<td>5.60</td>
<td>8.11</td>
<td>*** 0.40</td>
<td>*** 0.00</td>
<td>*** 0.00</td>
</tr>
</tbody>
</table>

By the $P$ values of the SPA test, the best parameter combinations of the SPSP compact setting can earn a positive return without any data-snooping problem.

4.3. Results of the SPSP model with a set of candidate stocks

For the SPSP model with $0 \leq M \leq M_c$ (referred to as SPSP general setting), a set of $M_c$ candidate stocks are given, but the $M$ invested stocks have not been decided yet. In other words, at most $M$ stocks of the candidate set are invested in each period. In the experiment of the SPSP general setting, all 50 stocks ($M_c = 50$) listed in Table 1 form the set of candidate stocks. The required time for one trial is about 2400 to 6000 seconds.

Figs. 4 and 5 show the average cumulative returns and the maximum $P$ values of the $P_{\text{SPA}}$ of the five runs in the SPSP general setting, respectively. The results of the SPSP general setting have similar conclusions as the SPSP compact setting. For most parameter combinations, both settings can earn a positive return without any data-snooping problem. Comparing Figs. 2 and 4, the SPSP general setting usually earns more stable returns than the SPSP compact setting, because the SPSP general setting utilizes more stocks to generate scenarios than the SPSP compact setting does.

Table 3 lists the parameter combinations of the highest average cumulative returns at various portfolio sizes $M$. All the annualized returns are higher than 11%, and all the standard deviations of daily return are less than 0.9%. Every skewness $\gamma_2$ is negative, indicating that it is the left-skewness distribution, and the mode is larger than the mean. The excess kurtosis $\gamma_3$ is higher than a single stock, but usually lower than the corresponding value of the same portfolio size $M$ in Table 2. Comparing to the annualized return $R_s$ and standard deviation $\sigma$ in Table 2, the annualized returns have similar values, but most of the standard deviations in the SPSP general setting are lower, indicating that the SPSP general setting has lower price fluctuation than the SPSP compact setting. The daily returns of the best parameter combinations in Table 3 are not normal distributions and stationary series according to the $P$ values of the JB test and ADF test, respectively. According to the $P$ values of the SPA test, the best parameter combinations of the SPSP general setting can also earn a positive return without any data-snooping problem.
4.4. Performance comparison

Under the buy-and-hold (BAH) rule, an investor buys and allocates equal capital to the selected stocks at the beginning of investment, and sells these stocks at the end of investment. Table 4 shows the cumulative returns and statistics of the BAH rule.

Fig. 6(a)–(c) show the wealth processes of the parameter combinations of the SPSP compact setting, the SPSP general setting, and the BAH rule in Tables 2, 3, and 4, respectively. As shown in the figures, both the SPSP compact and general settings yield higher returns and lower volatility than the BAH rule. The SPSP compact setting yields higher returns than the SPSP general
setting, while the wealth process of the SPSP general setting is more stable, because more stocks are considered during scenario generation in the SPSP general setting than in the SPSP compact setting.

Comparing Tables 2–4, all the cumulative returns, standard deviation of daily return, Sharpe ratio, and Sortino ratio of the SPSP compact setting and general setting outperform the corresponding values of the BAH rule, because the CVaR is considered during decision making in both models. In the three tables, the highest average annualized returns of the SPSP compact setting and general setting are 13.09% with \((M, h, \alpha) = (5, 150, 80\%\) and 12.06% with \((M, h, \alpha) = (5, 200, 50\%\), respectively, which are higher than that of the buy-and-hold (BAH) rule (9.95%).

According to (3), we can get an approximate solution by replacing the generated scenarios (variable \(r_n^{m}_{t+h} \)) by the expected scenarios \(r_n^{m} = \sum_{t=1}^{S} r_n^{m}_{t+h} / S\) in each period to get the first-stage solutions of the \(SPSP_1\) model. The second-stage variable \(y_{k,t+1}\) in model \(SPSP_1\) must have a value of zero because there is only one scenario. Thus, the first-stage variables and the objective value are independent of the parameter \(\alpha\). In addition, because only one scenario is used, it results in the investment of the one stock with the highest expected return. In summary, the SPSP model with the expected scenario is independent of the first-stage variables, objective value, parameter \(\alpha\), and portfolio size \(M\).

Comparing Figs. 7 (a), (b), 2, and 3 in the SPSP compact setting, and Figs. 7 (c), (d), 4, and 5 in the SPSP general setting, some parameter combinations with the expected scenarios yield a high positive return. However, the expected models are more sensitive to small variation of the historical periods \(h\), indicating that an investor cannot easily search appropriate parameters for the expected models. The \(P\) values also show that the expected model cannot earn a positive return in most parameter combinations.

Because the SPSP model in each period (day) is a two-stage model, the VSS of each period is calculated, and the average daily VSS of the experimental interval is shown in Figs. 8 and 9. As expressed in (8), the average daily VSS represents the average

\[ \text{Average daily VSS} = \frac{\sum_{t=1}^{252} \text{VSS}_{t}}{252} \]

### Fig. 6. The cumulative wealth with the best parameter combinations at various portfolio sizes \(M\), where the initial capital is one dollar. (a) The SPSP compact setting \((M = M_1)\), (b) The SPSP general setting \((M \leq M_1)\). (c) The BAH rule.

### Fig. 7. The contour of average cumulative returns and maximum \(P\) values of five-run SPA test in the SPSP model by using expected scenarios. (a) The returns of the SPSP compact setting \((M = M_1)\), (b) The \(P\) values of the SPSP compact setting, (c) The returns of the SPSP general setting \((M \leq M_1)\), (d) The \(P\) values of the SPSP general setting.
substantial profit of the SPSP compact and general settings minus their corresponding expected models in the decision of each period (day). Figs. 8 and 9 indicate that the SPSP compact and general settings (complicated models) can earn higher returns than the expected models (simple models), especially when the joint distribution of the expected model is difficult to estimate. The reason for this is that the more the specified stocks and the shorter the historical periods are, the more difficult it is to estimate the joint return distribution. The SPSP general setting always uses a fixed number of stocks ($M_c = 50$) to generate scenarios, so the average daily VSS in Fig. 9 is not sensitive to the portfolio size $M$.

Directly solving the PSP model is very intractable, since a huge amount of computation is required. For example, in our preliminary tests, directly solving the PSP model with the compact setting of portfolio size $M = M_c = 5$ in a trial of one year...
investment costs about four hours and three gigabyte of memory space. If all stocks ($M_e = 50$) are considered, the PSP model requires at least 10 times the memory space and hours of the model with $M = M_e = 5$. Thus, we simplify the experiment procedure. We performed the experiments of yearly investment on the PSP compact setting with a small portfolio size of $M = 5$. In the yearly investment, the capital is invested in the selected stocks on the first trading day of the year, and the stocks are sold out on the last trading day of the same year. We perform each trial ($M = 5, h, \alpha$) five runs in yearly investment, where the number of historical days $h \in \{50, 60, \ldots, 230, 240\}$, and the confidence level $\alpha \in \{50\%, 60\%, 70\%, 80\%, 90\%\}$. So, there are $1 \times 20 \times 5 = 100$ trials in a year.

Figs. 11 and 10 shows the average yearly cumulative returns of PSP and SPSP compact setting with $M = M_e = 5$, respectively. The cumulative returns of the PSP compact setting usually get higher values than the SPSP model, because the PSP compact setting considers the expected wealth as shown in (23) instead of the realized wealth in all stages as described in (23). A rational investor prefers the realized performance of a model to the expected one. In addition, Fig. 11 shows that the model tends to earn higher returns in short historical periods $h$ than in longer periods, which means the PSP compact setting is more sensitive to $h$ than the SPSP compact setting. Because of the requirement of computational resources, the realized wealth against the expected wealth, and the sensitivity to historical periods, the SPSP compact and general settings are more robust and more suitable than the multistage model in real investment.

5. Conclusion

We propose the PSP and SPSP models for multiperiod investment in stocks; the SPSP model effectively reduces the computational resources for solving the PSP model. The portfolio size $M$ of the SPSP model can be set with two cases. When $M = M_e$ (the SPSP compact setting), the $M$ invested target stocks have been predetermined. When $M \leq M_e$ (the SPSP general setting), a set of $M_e$ candidate stocks are given, but the $M_e$ real target stocks have not been decided yet. The SPSP model consists of two main phases: (1) to generate scenarios of joint returns on period $t + 1$ according to the mean, standard deviation, skewness, kurtosis, and correlation matrix of the historical data before period $t$; and (2) to solve the SPSP model for determining the optimal buying amount and selling amount for each stock in the portfolio.

The SPSP compact and general settings achieve average cumulative returns of 242.20% (annualized return: 13.09%) and 212.34% (12.06%) with the best parameter combinations ($M, h, \alpha$) = (5, 150, 80%) and (5, 200, 50%), respectively. Experimental results show that both the SPSP compact and general settings yield higher returns and less volatility than the single stock and the BAH rule, and both models are not sensitive to small variations of portfolio size $M$ and historical periods $h$. In addition, the Sharpe and Sortino ratios indicate that both the SPSP compact and general settings outperform the BAH rule because the CVaR is considered as the risk measurement. According to the P values of the SPA test, both models effectively avoid the data-snooping problem. The average daily VSS of the SPSP compact setting shows, when the joint distribution is difficult to estimate, the SPSP compact setting with a variety of scenarios can earn higher returns than one expected scenario.

Directly solving the multistage model (the PSP model) requires much more computing time and memory space than required by the stagewise model (the SPSP model). Additionally, the PSP model is more sensitive to the historical length $h$ than the SPSP model. Thus, the SPSP model is more robust and more suitable than the PSP model in practice. Although the SPSP general setting more accurately approximates real investment than the SPSP compact setting does, solving the SPSP general setting requires more computational time.

In the future, developing a method for generating more accurate scenarios might be worthwhile, because the HMM method considers only static statistical properties. However, time series have been proved to contain autocorrelation properties. In
addition, a more accurate method may have to involve more constraints for approximating the real investment.
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Fig. 11. The contour of the average yearly cumulative returns contour of the PSP model with portfolio size \( M = M_r = 5 \) (the PSP compact setting) at various values of confidence level \( \alpha \) of the CVaR.