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Abstract
In this paper, we present an effective Boolean algorithm for mining association rules in large databases of sales transactions. The task of mining association rules is to find all the association rules which satisfy both the user-defined minimum support and minimum confidence.

1. Introduction

Let I ={i1, i2, …, in} be a set of items. Gives a set of sales transactions D, where each transaction T is a subset of I, an association rule is an expression of the form X→Y, where X and Y are subsets of I and X (Y=(. 

An association rule X→Y holds in the transaction set D with a confidence c if c% of the transactions that contains X also contain Y. 

An association rule X→Y has a support s if s% of the transactions in D contain both X and Y.

2.  The Boolean Algorithm

The Boolean algorithm mines association rules in two steps.

Step1: Logic OR and AND operations are used to compute frequent itemsets.

Step2: Logic AND and XOR operations are applied to derive all interesting association rules based on the computed frequent itemsets.

3.  Example: 
	TID
	Items

	100
	ACD

	200
	BCE

	300
	ABCE

	400
	BE


Database D

	ABCDE


Item Set I

Minimum support: 40%

Minimum Confidence: 50%

3.1 Initializing Item Table and Transaction Table

	
	A
	B
	C
	D
	E
	T100
	T200
	T300
	T400
	Count

	A
	1
	0
	0
	0
	0
	1
	0
	1
	0
	2

	B
	0
	1
	0
	0
	0
	0
	1
	1
	1
	3

	C
	0
	0
	1
	0
	0
	1
	1
	1
	0
	3

	D
	0
	0
	0
	1
	0
	1
	0
	0
	0
	1

	E
	0
	0
	0
	0
	1
	0
	1
	1
	1
	3


(a) The Initial TITTC Table

	
	A
	B
	C
	D
	E
	T100
	T200
	T300
	T400
	Count

	A
	1
	0
	0
	0
	0
	1
	0
	1
	0
	2

	B
	0
	1
	0
	0
	0
	0
	1
	1
	1
	3

	C
	0
	0
	1
	0
	0
	1
	1
	1
	0
	3

	E
	0
	0
	0
	0
	1
	0
	1
	1
	1
	3


(b) The TITTC1 Table

	
	A
	B
	C
	D
	E
	Count

	A
	1
	0
	0
	0
	0
	2

	B
	0
	1
	0
	0
	0
	3

	C
	0
	0
	1
	0
	0
	3

	E
	0
	0
	0
	0
	1
	3


(c) The TIC1 Table

3.2 Generation of Frequent k-itemsets

	
	A
	B
	C
	D
	E
	T100
	T200
	T300
	T400
	Count

	AC
	1
	0
	1
	0
	0
	1
	0
	1
	0
	2

	BC
	0
	1
	1
	0
	0
	0
	1
	1
	0
	2

	BE
	0
	1
	0
	0
	1
	0
	1
	1
	1
	3

	CE
	0
	0
	1
	0
	1
	0
	1
	1
	0
	2


(a) The TITTC2 Table

	
	A
	B
	C
	D
	E
	Count

	AC
	1
	0
	1
	0
	0
	2

	BC
	0
	1
	1
	0
	0
	2

	BE
	0
	1
	0
	0
	1
	3

	CE
	0
	0
	1
	0
	1
	2


(b) The TIC2 Table

	
	A
	B
	C
	D
	E
	T100
	T200
	T300
	T400
	Count

	BCE
	0
	1
	1
	0
	1
	0
	1
	1
	0
	2


(c) The TITTC3 Table

	
	A
	B
	C
	D
	E
	Count

	BCE
	0
	1
	1
	0
	1
	2


(d) The TIC3 Table

	
	A
	B
	C
	D
	E
	Count

	A
	1
	0
	0
	0
	0
	2

	B
	0
	1
	0
	0
	0
	3

	C
	0
	0
	1
	0
	0
	3

	E
	0
	0
	0
	0
	1
	3

	AC
	1
	0
	1
	0
	0
	2

	BC
	0
	1
	1
	0
	0
	2

	BE
	0
	1
	0
	0
	1
	3

	CE
	0
	0
	1
	0
	1
	2

	BCE
	0
	1
	1
	0
	1
	2


The final TIC table

3.3 Generation of Association Rules

	Antecedent
	Consequent
	Support
	Confidence

	A
	C
	50%
	100%

	B
	C
	50%
	67%

	B
	E
	75%
	100%

	B
	CE
	50%
	67%

	C
	A
	50%
	67%

	C
	B
	50%
	67%

	C
	E
	50%
	67%

	C
	BE
	50%
	67%

	E
	B
	75%
	100%

	E
	C
	50%
	67%

	E
	BC
	50%
	67%

	BC
	E
	50%
	100%

	BE
	C
	50%
	67%

	CE
	B
	50%
	100%
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