English Correction in Papers
楊昌彪  2012/8/17

	Original (wrong)
	Correct

	Oct. 27, 2000

	Recently researchers focus their attention on the multicast communication.
	Recently researchers have focused their attention on multicast communication.

	A multicast communication in a network is that a source node wants to send a message to some destination nodes.
	A multicast communication in a network is where a source node wants to send a message to some destination nodes.

	Our algorithms often need a less amount of communication traffic then the previous algorithms do.
	Our algorithms often need a smaller amount of communication traffic then the previous algorithms do.

	We shall propose some algorithms for solving the Steiner tree, multicast tree and multicast path problems respectively.
	We shall propose some algorithms for solving the Steiner tree, multicast tree, and multicast path problems, respectively.

	We add the nodes one by one in the nondecreasing order.
	We add the nodes one by one in nondecreasing order.

	A destination node may be reached via a non-shortest path.
	A destination node may be reached via a nonshortest path.

	It has to check if itself is a destination node.
	It has to check if it is a destination node itself.

	The i-th bit……
	The ith bit……

	a1, a2, …an
	a1, a2, …, an

	The case never leads to an additional traffic.
	The case never leads to additional traffic.

	Lan, Esfahanian and Ni showed….
	Lan et al. showed….

	In the algorithm, step 1 and step 2 require O(n) and O(nk) time respectively.
	In the algorithm, Steps 1 and 2 require O(n) and O(nk) time, respectively.

	The values associated with the left son and the right son are 0 and 1, respectively.
	The values associated with the left and the right children are 0 and 1, respectively.

	The path will increase less amount of length.
	The path will increase the amount of length less.

	Let’s show an example.
	Let us show an example.

	We can’t visit the node.
	We cannot visit the node.

	We don’t find a number.
	We do not find a number.

	Besides, we can …. 
	In addition, we can ….

	The minimum value of a ld function….
	The minimum value of an ld function….

	How to modify our MP algorithm to prevent deadlock may be worth further studying.
	Finding a way to modify our MP algorithm to prevent deadlock may be worth further studying.

	Sep. 2000
	Sept. 2000

	Jan. 10, 2002

	the secondary structure of an RNA sequence
	the secondary structure of an RNA molecule

	RAGA is a genetic algorithm to align two similar sequences that the structure of one of them (master sequence) is known and another (slave sequence) is unknown.
	RAGA is a genetic algorithm to align two similar sequences where the structure of one of them, the master sequence, is known and the other (slave sequence) is unknown.

	Our experiment results show that our new operation gets a big improvement to other traditional operations.
	Our experimental results show that our new operation yields (or gives) a big improvement over other traditional operations.

	Feb. 4, 2002

	Whereas the best …
	On the other hand, the best…

	As the rapid development of computers, …
	With the rapid development of computers, …

	… seem to have long/short diameter …
	… seem to have a large/small diameter …

	An issue arising from implementing …
	One issue arising from implementing …

	Some concluding remarks and unsettled problems will be given in Section 8.
	Some concluding remarks and remaining problems are given in Section 8.

	… differ exactly at one bit position.
	… differ by exactly one bit position.

	Each edge is assigned with a fixed direction.
	Each edge is assigned a fixed direction.

	The superdimension j of node v comprises bits 2j+1 and 2j of v together.
	The superdimension j of node v is comprised of bits 2j+1 and 2j of v together.

	The UHC discussed above is also referred as the positive UHC.
	The UHC discussed above is also referred to as the positive UHC.

	A graph is node symmetric if given any two nodes v1 and v2, …
	A graph is node symmetric if, given any two nodes v1 and v2, …

	… differ at one bit position.

… differ in bit position i.
	… differ in one bit position. (not specify)

… differ at bit position i. (specify)

	A and B will be both even or odd.
	A and B will both be either even or odd.

	H(n)=H(n-2)+3, n≧4, and H(2)=3.
	H(n)=H(n-2)+3, n≧4, with H(2)=3.

	(i.e. the out-port …
	(i.e., the out-port …

	… can not …
	… cannot …

	A graph G is said to have fault tolerance k if at most any k nodes are deleted …
	A graph G is said to have fault tolerance k if, when as many as k arbitrary nodes are deleted …

	… for n even.

… for n even, …
	… for even n. (at end of sentence)

… for n even, … (It is ok since it is in the middle of the sentence.)

	With the same reason as that in Lemma 9, …
	Using the same reasoning as in Lemma 9, …

	We have to modify it to be suitable for the UHC.
	We have to modify it to suit the UHC.

	At first/last, …
	First/Lastly, …

	These problems are worth future investgation.
	These problems are worthy of further investgation.

	… a lot of …
	… many … (避免口語化的用辭)

	Sept. 4, 2002

	Much effort was done to reduce the fractal encoding time
	Much effort has been put into reducing the fractal encoding time 

	The maximal intra block variance quadrants are at the same corner as that of the range block
	….the same corner as the range block

	We reduce the number of transform calculation applied on each domain block from 8 to 2 ….
	each domain block from eight to two

	In the encoding phase of the fractal image compression, most time is taken on finding…
	In the encoding phase of fractal image compression, most of the time is taken in finding

	The number of domain block needed to be searched is also reduced.
	The number of domain block needing to be searched is also reduced.

	Previous works
	Previous work

	Many algorithms have done efforts to…
	Many algorithms have incorporated efforts to…

	It may take less time to get better quality…
	It may take less time and yield better quality…

	We also describe the reason why our algorithm ….
	We also explain why our algorithm ….

	The tradeoff between…
	The trade-off between…

	Dec. 28, 2006

	for measuring relationship among
	for measuring the relationship among

	discuss the variant version of
	discuss a variant version of

	find a longest sequence
	find the longest sequence

	can use local alignment algorithm
	can use a local alignment algorithm

	for finding interleaving relationship
	for finding the interleaving relationship

	because that they are not
	because they are not

	complexity rises due to the
	complexity increases due to the

	comparison of two yeast-species
	comparison of the two yeast species

	input sequence may cause that the traditional algorithms cannot work because of the
	input sequence may prevent the traditional algorithms from working due to the (prevent … from …)

	Aug. 13, 2007

	The near optimal alignments increase the possibility to find the correct alignment.
	The near optimal alignments increase the possibility of finding the correct alignment.

	The criteria to determine meaningful alignments could be open to discuss.
	The criteria to determine meaningful alignments could be open to discussion.

	Feb. 18, 2008

	Both the two algorithms were based on quicksort.
	Both algorithms were based on quicksort.

	We need sort only the first k smallest elements.
	We need to sort only the first k smallest elements.

	We need not sort an entire set of n input elements.
	We do not need to sort an entire set of n input elements.

	It corresponds to shift the coefficient from some…to...
	There is a corresponding shift in the coefficient from some…to...

	For comparing with Martinez’s result, we substitute ….
	For comparison with Martinez’s result, we substitute ….

	Aug. 12, 2009

	Amir's
	Amir et al's

	Feb. 4, 2012

	the CLCS problem can be solved by either an O(nmr)-time algorithm based upon dynamic programming (DP) technique
	the CLCS problem can be solved by either an O(nmr)-time algorithm based upon dynamic programming (DP) techniques

	For convenient description of the calculation
	For a convenient description of the calculation

	It locates in a fully matched block.
	It is located in a fully matched block.

	Such calculation involves two layers
	Such a calculation involves two layers

	These need be calculated in these three kinds of cuboids.
	These need to be calculated in these three kinds of cuboids.

	There are still some various kinds of constraints.
	There are still various kinds of constraints.

	Aug. 17, 2012

	The LCS problem is to find the longest common subsequence D of A and B containing C1;C2;C3; · · · ;Cl as substrings and the order of C’s are retained.
	The LCS problem is that of finding the longest common subsequence D of A and B containing C1;C2;C3; · · · ;Cl as substrings and with the order of the C’s  retained.

	This problem has two variants depending on the fact that the strings in C cannot overlap or may overlap.
	This problem has two variants, depending on whether the strings in C cannot overlap or may overlap.

	Our algorithm runs in O(mn) or O(m+n)|Σ|) time, respectively, which is an order faster than their algorithm.
	Our algorithm runs in O(mn) or O(m+n)|Σ|) time, respectively—an order faster than their algorithm.

	Much ink has been spent on this topic in the past decades, and lots of variants to the LCS problem have also been proposed.
	Much ink has been expended on this topic in the past few decades, and lots of variants of the LCS problem have also been proposed.

	They also provided solutions for other two variants.
	They also provided solutions for two other variants.

	The repetition free LCS problem and doubly-constrained LCS problem are to find the LCS that each symbol appears at most once and twice, respectively.
	The repetition free LCS problem and doubly constrained LCS problem are those of finding the LCS such that each symbol appears at most once and twice, respectively.

	The sequence inclusion CLCS is a special case of SSCLCS when each partition is a single character.
	The sequence inclusion CLCS is a special case of SSCLCS where each partition is a single character.

	There are two different definitions that the partition order is retained.
	There are two different definitions of the partition order being retained.

	There is no use of the shorter string.
	There is no use for the shorter string.

	We present an algorithm for the multi-partition case that the partitions may overlap in the resulting SSCLCS.
	We present an algorithm for the multi-partition case where the partitions may overlap in the resulting SSCLCS.

	We call the index in Theorem 1 as the starting position …
	We call the index in Theorem 1 the starting position …

	The 2-layer dynamic programming lattice
	The two-layer dynamic programming lattice

	Layer 0 can be constructed by the formula.
	Layer 0 can be constructed by using the formula.

	For example, the two layers for A, B and C are illustrated in Table 2.
	As examples, the two layers for A, B and C are illustrated in Table 2.

	The time complexity of our algorithm is O(mn), which improves a lot from their method with O(mnr) time.
	The time complexity of our algorithm is O(mn), which improves a lot on that of their method with O(mnr) time.

	We can apply the DP similar as layer 1 to it.
	We can apply a DP similar to that for layer 1 to it.

	Both total time and space complexities are  O(mn).
	The total time and space complexities are both O(mn).

	Let W2 be the set of all valid overlapping lengths between C1 and C2.
	Let W2 be the set of all valid lengths of overlap between C1 and C2.

	We spend O((m+n)|Σ|) time and space to construct the table. O(mn) time and O(m+n) space are required to construct the table.
	We spend O((m+n)|Σ|) time and space in constructing the table. O(mn) time and O(m+n) space are required to construct the table.

	We extend the algorithm for two partitions into an arbitrary number of partitions.
	We extend the algorithm for two partitions to one for an arbitrary number of partitions.

	Our algorithms achieve an order improvement on time complexity to the previous algorithms.
	Our algorithms achieve an order improvement in time complexity with respect to the previous algorithms.

	There are two possible future work to our SSCLCS problem. The first one is to restrict the distance range between the partitions which might be able to be used in the motif finding. The second one is to exclude the constraint, that is, the CLCS which does not contain the sequential strings.
	There are two possible future avenues to explore for our SSCLCS problem. The first one is that of restricting the range for the distance between the partitions, which might be useful in motif finding. The second one is that of excluding the constraint, that is, considering cases where the CLCS does not contain sequential strings.

	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	


