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Abstract (1/2)

● In this paper we propose and implement a 
fusion model by combining the Hidden Markov 
Model (HMM), Artificial Neural Networks (ANN) 
and Genetic Algorithms (GA) to forecast 
financial market behaviour. The developed tool 
can be used for in depth analysis of the stock 
market. Using ANN, the daily stock prices are 
transformed to independent sets of values that 
become input to HMM. We draw on GA to 
optimize the initial parameters of HMM.
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Abstract (2/2)

● The trained HMM is used to identify and locate 
similar patterns in the historical data. The price 
differences between the matched days and the 
respective next day are calculated. Finally, a 
weighted average of the price differences of 
similar patterns is obtained to prepare a 
forecast for the required next day. Forecasts 
are obtained for a number of securities in the IT 
sector and are compared with a conventional 
forecast method.
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Block Diagram

Training Part
Forecasting Part
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Markov Model (1/2)

● Example: A crazy soft drink machine
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Markov Model (2/2)

Output probability State transition probability

cola ice_t CP IP
CP 0.6 0.1 0.3 CP 0.7 0.3
IP 0.1 0.7 0.2 IP 0.5 0.5

lem_t

● What is the probability if the states={CP, IP}, 
and Output={lem_t,ice_t}?

● The solution is:
0.7*0.3*0.7*0.1 + 0.7*0.3*0.3*0.1 +

0.3*0.3*0.5*0.7 + 0.3*0.3*0.5*0.7 = 0.084
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Hidden Markov Model (1/2)

● HMM is characterized by
– Number of states in the model (S)

– Number of observation symbols (K)

– The three main parameter matrices

Hidden States

Emission States

oTo1 otot-1 ot+1

x1 xt+1 xTxtxt-1A A A A

B B B
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Hidden Markov Model (2/2)

● Three main parameters
– States transition probabilities (A)

– Emission states probabilities (B)

– Prior probabilities (π)

● Re-estimation (Baum-Welch algorithm): To find 
the values to best explain what we observed.
– Forward algorithm (α)

– Backward algorithm (β)

– Best state sequence (γ)
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HiMMI

● HiMMI [Hassan & Nath, 2005]
– 3-D Gaussian distribution

– Input: opening, high, low, closing price

– Output: next day's closing price

13.85
= 13.62 +
  (17.36-17.13)
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Artificial Neural Network (1/3)

Input
Layer
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Layer

Output
Layer

● There are weights for each arc between layers.
● The output of node 5 is
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Artificial Neural Network (2/3)

● Re-estimation: Back-propagation Algorithm

http://galaxy.agh.edu.pl/~vlsi/AI/backp_t_en/backprop.html

http://galaxy.agh.edu.pl/~vlsi/AI/backp_t_en/backprop.html
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Artificial Neural Network (3/3)

● The comparison of results using ANN

Actual sequence Transformed sequence
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ANN-HMM Model

● The integrated model:
– A feed-forward neural network

– A 4-state hidden markov model 

● But how to find a better model of HMM?
– The parameters: A, B and π
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Genetic Algorithm (1/2)
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Genetic Algorithm (2/2)

● For the performance and loading of calculation, 
the 3 matrices are tuned separately.

● For this 4-state HMM, the size of chromosomes 
are A=16, B=16, π=4.

Initial:
A, B, π

randomly

Keep B, π

Tune A

Keep π, A'

Tune B

Keep A', B'

Tune π
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Performance Criteria

● MAPE (Mean Absolute Percentage Error)
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Forecasting

● If the sequence is a, b, c, d, e, f, g, h, i
MatchedDay CurrentDay

● Method: Weighted Average

EX: diff
a
=b-a
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Experiment Result (1/2)
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Experiment Result (2/2)

(Autoregressive moving average model)
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Conclusion

● The comparison shows the forecasting ability of the 
fusion model is as good as that of ARIMA model which 
is a popular statistical forecasting tool.

● The proposed fusion model can be used without 
analysing the dataset prior to the forecast that users 
do not analysis before adopting the model.

● The number of states we choose as the number 
attributes in the observation vectors may not be 
suitable for some instances. We plan to employ 
another GA to find the best HMM architecture for a 
given dataset.


	Slide 1
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14
	Slide 15
	Slide 16
	Slide 17
	Slide 18
	Slide 19
	Slide 20

